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1.  Introduction

The collective response of systems involving interacting 
material systems and optical fields has been studied for a 
long time, yielding many fascinating modes of behavior. 
Traditionally light is regarded only as a probing and triggering 
tool and the observed response is associated with properties 
of the material system. It has however long been known that 

often an observed signal reflects not properties of the mat­
erial system but of the light–matter hybrid4. The most explicit 
manifestations of this hybrid nature are polaritons—hybrid 
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Abstract
This review provides a brief introduction to the physics of coupled exciton-plasmon systems, 
the theoretical description and experimental manifestation of such phenomena, followed 
by an account of the state-of-the-art methodology for the numerical simulations of such 
phenomena and supplemented by a number of FORTRAN codes, by which the interested 
reader can introduce himself/herself to the practice of such simulations. Applications to 
CW light scattering as well as transient response and relaxation are described. Particular 
attention is given to so-called strong coupling limit, where the hybrid exciton-plasmon 
nature of the system response is strongly expressed. While traditional descriptions of such 
phenomena usually rely on analysis of the electromagnetic response of inhomogeneous 
dielectric environments that individually support plasmon and exciton excitations, here we 
explore also the consequences of a more detailed description of the molecular environment 
in terms of its quantum density matrix (applied in a mean field approximation level). Such 
a description makes it possible to account for characteristics that cannot be described by the 
dielectric response model: the effects of dephasing on the molecular response on one hand, 
and nonlinear response on the other. It also highlights the still missing important ingredients 
in the numerical approach, in particular its limitation to a classical description of the radiation 
field and its reliance on a mean field description of the many-body molecular system. We end 
our review with an outlook to the near future, where these limitations will be addressed and 
new novel applications of the numerical approach will be pursued.
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4 It should be emphasized that this distinction is sometimes in our mind 
only. Spontaneous emission of an excited molecule, which is often regarded 
as a molecular property, is a property of the molecule-field system in the 
same way that radiationless relaxation of this molecule is a property of the 
molecule and its environment.
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states of light and matter that display properties of both. Their 
classical description is obtained when solving the Maxwell 
equations  in an environment whose dielectric properties, 
represented by the dielectric response function, ε (k,ω) 
reflect resonance oscillations of charges or dipole fields. 
This review follows the common practice of using the posi­
tion-local dielectric response (that is, replacing ε (k,ω) by 
ε (ω) = ε (k = 0,ω)), which is experimentally accessible for 
many systems, however it should be stated at the outset that 
non-local effects may be important and understanding the 
extent of their importance continues to be a challenge. With 
regard to the local dielectric function, one can use the numer­
ical data obtained experimentally, or commonly used model 
dielectric functions with parameters chosen to approximate 
such numerical data.

1.1.  Dielectric response models

For metals, the simplest description of dielectric response is 
provided by the Drude model [1, 2] that considers conducting 
electrons as an ideal gas of non-interacting charged particles 
moving under Newton’s second law augmented by including 
a phenomenological friction term (see [3, 4]). This leads to the 
dielectric response function in the form

εr (ω) = εr,∞ −
ωp

ω (ω − iγ)
.� (1)

Here ωp is the plasma frequency, ωp = nee2/(ε0me) ∼ 1016 s−1, 
where me and ne are the electron mass and the electrons den­
sity, respectively, and εr,∞ represents high frequency contrib­
utions from atomic core electrons (we use the notation 
εr = ε/ε0 throughout this review). Applying this model to 
light propagation in homogeneous bulk metals, the disper­
sion relation k2 = ω2εr (ω)/c2 becomes for ω � γ  (which 

holds near and above ωp) k = (ω/c )
√
εr,∞ − ω2

p/ω
2 , 

implying that electromagnetic wave propagation is possible 
only for ω

√
εr,∞ > ωp, while at ω

√
εr,∞ = ωp all conducting 

electrons throughout the metal oscillate in phase. Note that 

this dispersion appears (see figure 1) to result from avoided 
crossing between the metal plasmon mode of frequency ωp 
and the light line k = ω/c that represent this dispersion well 
for ω � ωp. The distortion of this dispersion as ω → ωp from 
above indicates strong coupling between light and plasma 
charge oscillations in the metal, creating the hybrid plasmon 
(or plasmon-polariton) mode.

In general the Drude model qualitatively describes the 
optical response of metals for a short range of frequencies. 
When modeling scattering of electromagnetic radiation by 
metal systems it is a common practice to treat ωp, εr,∞, and 
γ  as fitting parameters to better describe real and imaginary 
parts of the dielectric function for a given range of frequen­
cies. Following this approach, another commonly used model 
combines the Drude function with the more general Lorentz 
function [5]

εr (ω) = εr,∞ −
ω2

p

ω2 − iγω
−

N∑
n=1

∆εr,nω
2
n

ω2 − iγnω − ω2
n

,� (2)

where the third term is the sum over contributions referred to 
as arising from the nth Lorentz oscillator. It can represent the 
effect of interband transitions as well as motions of the ionic 
cores. Parameters in the Lorentz part are treated as phenom­
enological fitting parameters. For example, it was shown that 
the optical response of silver could be described by (2) for the 
range of frequencies between 0.1 eV and 5 eV with 5 Lorentz 
poles [5].

A particular form of the Lorentz function is often used to 
describe the near infrared response of ionic crystals, where a 
simple model for the dielectric response yields [3]

εr (ω) = εr,∞ +
εr,∞ − εr,0

(ω/ωT )
2 − 1

=
εr,∞(ω/ωT )

2 − εr,0

(ω/ωT )
2 − 1

= εr,0
(ω/ωL )

2 − 1

(ω/ωT )
2 − 1

,

�

(3)

where εr,0  and εr,∞ are, respectively, the static (ω → 0) and 
the electronic (ωT � ω < ωel) dielectric response constants, 
while ωT and ωL = ωT

√
ε0/ε∞  are the long wavelength lim­

its of the transversal and longitudinal optical phonon frequen­
cies. Using again k = (ω/c )

√
εr (ω) we see that no light can 

propagate in the crystal for ωT < ω < ωL because ε is negative 
in this region. (note that ωL > ωT follows from the fact that 
the full dielectric response εr,0  is larger than ε∞ which reflects 
electronic response only). For ω → 0  k → (ω/c )

√
εr,0 while 

in the limit ω → ∞  k → (ω/c )
√
εr,∞ . The overall disper­

sion as shown schematically in figure  2 can be interpreted 
as showing an avoided crossing between the low frequency 
light line and the transversal optical phonon as ω → ωT from 
below, and a crossing between the high frequency light line 
and the longitudinal optical phonon as ω → ωL from above. 
The distortion of the light line near the optical phonon fre­
quencies and the formation of a frequency gap are again 
manifestation of strong coupling between the radiation field 
and the lattice optical phonons that results in hybrid phonon-
polariton modes.

Figure 1.  The dispersion ω(k) (black line) for electromagnetic 
propagation in a Drude metal appears to result from avoided 
crossing between the plasmon frequency ωp (red line) and the light 
line ω  =  ck (blue line).
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A qualitatively similar behavior is encountered at higher 
frequencies when the frequency dependence of the dielectric 
response is dominated by electronic resonances. A simple 
model for the dielectric function of a system of randomly ori­
ented molecules is5

εr (ω) =
ω − ωL

ω − ωT
.� (4)

Here ωT = ω0 − η where η = |µ|2/3ε0�υ (here ω0 and µ 
are the molecular transition frequency and transition dipole, 
respectively) is of order 1013 s−1 in condensed systems and 
ωL =

√
εr,0ωT (here εr,∞ = 1 and εr,0 > 1) are again frequen­

cies of transversal and longitudinal exciton modes, respec­
tively. As in equation (3), ε diverges at ω = ωT, vanishes at 
ω = ωL and shows a forbidden gap for ωT < ω < ωL where 
EM waves cannot propagate because ε < 0. The dispersion 
relation for the resulting exciton-polariton is similar to that 
shown in figure 2, except that ωT and ωL now take values of 
the order of electronic transition frequencies ~1015 s−1.

1.2.  Collective optical response of metallic nanostructures

Geometry strongly affects the way by which such collec­
tive response phenomena are manifested. At a planar surface 
between two dielectrics characterized by dielectric response 
functions ε1 (ω), ε2 (ω) (see figure  3) Maxwell’s equa­
tion  can yield a solution that propagate along the surface, 
exp (ikxx − kzj |z| − iωt); j  =  1,2 with

kx =
ω

c

√(
ε1ε2

ε1 + ε2

)
and kzj =

ω

c

√
εj

2

ε1 + ε2
� (5)

offering a variety of behaviors for different interfaces, namely 
different choices of εj (ω) , j  =  1, 2 [6, 7]. For a recent review 
see [8]. Importantly, when the two sides of the interface 
have their own collective response character, e.g. metal plas­
mons and molecular excitons, the resulting surface modes 
can display interaction between such collective excitations,  
offering new modes of behaviors and potentially novel appli­
cations [8].

Such surface modes, including excitations obtained on 
more structured surfaces such as periodic arrays of holes 
or slits [9] are referred to as surface polaritons, and in the 
common case involving metal surfaces–surface plasmon 
polaritons (SPPs). Small particles constitute another class of 
systems with interesting plasmon behavior. For a small metal 
particle, plasmonic charge oscillations are obviously not a 
traveling wave but a collective electronic response localized 
on the particle’s surface. Such excitations are referred to as 
localized surface plasmon-polaritons (LSPPs) [10]. For a 
comprehensive review of terminology used in plasmonics see 
chapter 3 in [11]. While the standard description is found in 
many textbooks, we use here an approximate representation 
[12, 13] that can serve to illustrate the connection to other 
electromagnetic response situations. Limiting ourselves to a 
small metal sphere in the electrostatic limit (radius a and all 
distances considered much smaller than the radiation wave­
length), the potential associated with the plasmon excitations 
is given by6

Φ (r, θ,φ) =
∞∑

l=1

l∑
m=−l

(Alm (r, θ,φ) blm + A∗
lm (r, θ,φ) b∗lm)

� (6)
where the functions Alm are defined in terms of the spherical 
harmonics Ylm

Alm (r, θ,φ) =
[

�
alRe ε′ (ωl)

]1/2

Ylm (θ,φ)





( r
a

)−l−1
r � a

( r
a

)l
r � a

� (7)
with ε′ (ω) = dε/dω. In this representation, the free plasmon 
modes blm satisfy the equations  of motion of damped har­
monic oscillators, ḃlm = −iωlblm − (1/2 ) γlblm , where ωl  is 
the solution of

Figure 2.  Dielectric constant as a function of frequency for a 
diatomic ionic crystal.

Figure 3.  Planar interface between two dispersive dielectrics.

5 Equation (4) is obtained from the polarizability expression 
αel (ω) ∼ |µ|2/� (ω0 − ω) where µ is the transition dipole matrix element 
between the two electronic states and ω0 is the corresponding transition 
frequency (energy spacing between these states), and the Clausius–Mossotti 

equation, ε−1
ε+2 = α

3υ where υ is the volume per molecule (inverse molecular 
number density).

6 In the electrostatic limit the interaction of a molecular dipole µ is well 
represented by −µ · E = µ · ∇Φ.
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Re εr (ωl) = − l + 1
l

,� (8)

while γl  is given by

γl =
2 Im ε (ωl)

Re ε′ (ωl)
.� (9)

The derivation of this form, and in particular assigning har­
monic nature to the particle plasmons, assume that these plas­
mons are underdamped and well separated, which holds only 
for the low l plasmons of some metals. When these conditions 
hold, we can if needed consider the quantization of this field 
by replacing b and b∗ by raising and lowering operators b̂ and 
b̂†. It should be emphasized however that while the represen­
tation of plasmons in small metal particles as (damped) har­
monic oscillations is a common practice, this is more a matter 
of convenience than a rigorous result. In fact, experimental 
evidence that plasmon excitations in metal particles can be 
saturated [14], implies that their assigned harmonic nature is 
only an approximation.

Another important geometry is that of a cavity, where the 
radiation field is confined within reflecting walls. When such a 
cavity supports one mode of frequency ω  the field at position 
x along the cavity axis is given by

ε(t) = i
∑

k

∑
σk

√
�ωk

2εΩ
σk

(
ak,σk ei(k·r−ωkt) − a∗

k,σk
e−i(k·r−ωkt)

)

� (10)
with the classical amplitude a (a∗) becoming the rais­
ing and lowering operators â and â† in the quantum theory. 
Importantly, interactions of such a mode with other degrees 
of freedom depend on the cavity volume Ω, namely the cavity 
length Lx (Ly and Lz are assumed to be much smaller than the 
wavelength). In the ideal case of perfect mirrors, the metal 
is not involved except by imposing the reflecting boundary 
conditions. Optical interactions in high-Q cavities can be 

analyzed in terms of such cavity modes, adding when needed 
small damping into the time dependence of equation  (10). 
In optical regimes where the loss is higher, the objects mak­
ing the mirror become part of the system, cavity physics 
becomes inter-metal gap physics, and the modes responsible 
for optical excitations in the space between metals become 
plasmon-polariton modes whose properties are derived from 
the dielectric properties of the metals and the geometries of 
both the gaps and the metal objects. To understand the electro­
magnetic field behavior in such gaps one needs to consider the 
full collective response of the system comprising the metal 
objects and the space between them. For simple geometries 
this leads to considerations of plasmon hybridization [15–18], 
(see figure 4 below) while in more complex systems numer­
ical solutions of the Maxwell equations are needed [19].

1.3. The molecular system

Next, consider the molecular system. Many observed phe­
nomena could be analyzed, at least qualitatively, by model­
ing the molecule as a polarizable point object. In this physical 
limit the effect of the molecule on the plasmonic system is 
largely disregarded—it is taken into account only so much 
as it affects the molecule itself (for example by creating 
image effects or, in more sophisticated treatments, by add­
ing self energy terms into the molecule equations of motion). 
In this limit the main effect of proximity to a metal surface 
is assumed to be the molecular interaction with the local 
electromagnetic field7 that reflects the response of the metal 
system to the electromagnetic field of the molecule as well to 
any incident radiation.

Many interesting observations can be understood qualita­
tively and at time quantitatively on this level. This includes the 
electromagnetic theory of surface enhanced Raman scattering 
[26] (for recent reviews see [27, 28]) that has been later gen­
eralized to other photophysical and photochemical properties 
of molecules adsorbed on metal surfaces and nanostructures 
[12, 29–31], and analysis of observed modification of radia­
tive and non-radiative relaxation rates of molecules seated 
near such structures. For example, for a molecule represented 
by an oscillating charge distribution near a small dielectric 
structure, the modification of the radiative relaxation rate can 
be obtained [12, 13, 32] by evaluating the total oscillating 
dipole in the metal-molecule composite (for a general analysis 
of such observations near a flat metal surface see [33]). For a 
molecule represented by an oscillating point dipole at a dis­
tance R from the center of a small dielectric sphere of radius 
a, where all distances correspond to the electrostatic limit, this 
leads to the radiative relaxation rate

ΓR = |B|2ΓR0,� (11)

where ΓR0 is the corresponding rate for the free molecule and 
where

Figure 4.  The plasmon hybridization model applied to two 
interacting nanoparticles. The model explains the physical nature 
of two observed resonances corresponding to anti-bonding (upper 
state) and bonding (lower state) formed when two nanoparticles are 
placed close together.

7 At close proximity, other effects such as electron transfer between metal 
and molecules that affect not only the electromagnetic response but also 
the electronic structure of the metal-molecule composite come into play 
[20–25]. We do not deal with such effects in this review.

J. Phys.: Condens. Matter 29 (2017) 443003
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B =




1 + 2(ε−εs)a3

(ε+2εs)R3 ⊥

1 − (ε−εs)a3

(ε+2εs)R3 ‖
.� (12)

In equation (12) ε = ε (ωm) and εs = εs (ωm) are the dielectric 
response functions of the sphere and its environment, respec­
tively, evaluated at the molecular transition frequency ωm, 
and (here and below) ⊥ and ‖ denote configurations with the 
dipole being perpendicular and parallel to the sphere sur­
face, respectively. A possibly large effect is seen when ωm 
is close to ωp, the dipolar plasmon frequency that satisfies 
Re [ε (ωp) + 2εs (ωp)] = 0, provided that the imaginary part 
of this sum is not too large8. The latter is known to exist 
for the noble metals (Ag, Au, Cu) as well as Al. The non-
radiative relaxation rate can be calculated by evaluating the 
rate at which the oscillating molecular charge distribution 
drives heat generation in the metal, 

∫
d3r (1/2 )σ|E|2 where 

σ = ω Im (ε (ωm)) is the conduction at the driving frequency. 
This leads to

Γ⊥
NR = − |µ|2

8πε0�a3

∞∑
l=1

(l + 1)2
(2l + 1)

( a
R

)2(l+2)
Im

1
lεr + (l + 1) εrs

,

�
(13a)

Γ
‖
NR = − |µ|2

16πε0�a3

∞∑
l=1

l (l + 1) (2l + 1)
( a

R

)2(l+2)
Im

1
lεr + (l + 1) εrs

.

� (13b)

The sums in these expressions represent the contributions of dif­
ferent multipole plasmons to the non-radiative relaxation rate, and 
are seen to be enhanced at the corresponding plasmon resonance 
frequencies for which Re [lε (ω) + (l + 1) εs (ω)] = 0. Note 
that these rates represent the non-radiative relaxation induced 
by the metal, and will add to the rates of other non-radiative 
processes that may be present in the molecular system. In fact, 
at close proximity, another non-radiative decay channel induced 
by the metal, electron tunneling between metal and molecule, 
should also be taken into account.

Validity limits of the model approximations made above 
should be kept in mind when considering applications to real 
molecular/metal systems [34–44]. (See [45, 46] for recent 
reviews.) A point dipole can hardly represent a large dye molecule 
adsorbed on a small metal particle. The use of a local dielectric 
function to represent the dielectric response of small particles 
becomes questionable for small particle sizes (see [47–50]). At 
large particle size and/or molecule distances the electrostatic 
approximation breaks down and a full retarded electromagnetic 
theory is needed. This fact, overlooked in some interpretations of 
distance dependence of molecule-metal particle energy transfer 
[41, 42, 45, 46, 51–54], was highlighted in a recent numerical 
calculation [55]. Many other generalizations of the theory have 
been published in the past three decades [36, 48, 56–73].

It is notable that the Gersten–Nitzan theory as many of its 
generalizations represent the molecule as a classical dipole9. 
This may appear strange considering the fact that the rate of 

spontaneous emission, an inherently quantum phenomenon, 
is obtained from this calculation. The well-known [12, 13, 
74–79] reason is that this calculation addresses only the effect 
of proximity to a metal surface, namely the ratio between 
the molecular radiative lifetimes at and away from the metal 
surface, and this ratio does not depend in our simple model 
on the quantum nature of this process. Another way to under­
stand this is to observe that the radiative relaxation rate can 
be obtained from the golden rule formula in terms of the local 
density of final states of the radiation field, a property that 
can be calculated for different positions in an inhomogeneous 
dielectric environment using information obtained from the 
classical Maxwell equations [80, 81].

Finally, and closer to the focus of this review, in most 
observations of interacting molecules-plasmon system, the 
molecular system is not a single molecule but an assembly of 
atoms or molecules—a molecular aggregate or a molecular 
layer adsorbed on the metal surface. This has two important 
consequences. First, the molecular subsystem can have a sub­
stantial effect on the plasmonic response of the metal, so the 
optical behavior has to be considered by treating its molecular 
and metal parts self-consistently. Second, coherent response 
of the molecular assembly can play an important role in the 
ensuing dynamics, and question about what determines coher­
ence and dephasing and their impact on the molecular optical 
response naturally comes up. For a large molecular assembly, 
for example when one of the dielectrics separated by a planar 
interface is the molecular environment, the coherent response 
of the molecular system can be accounted for by using a 
suitable dielectric function to describe this environment as 
in equation  (5). Alternatively, a microscopic description 
of the molecular side has the advantage that it can describe 
processes that go beyond simple (linear) dielectric response 
such as dephasing and nonlinear spectroscopy. For this level 
of description the molecule can be modeled as an n-level 
system (most simply n  =  2, see, e.g. [82–85]) and can be 
described by the optical Bloch equations (chapter 10 in [86]) 
driven by the local electromagnetic field. The latter, in turn, is 
evaluated from the classical Maxwell equations in which the 
time derivative of expectation value of the molecular dipole, 
Tr (µ̂ρ̂) constitutes a current source. This level of calculations 
is important in particular when many molecules are involved 
and we return to its detailed description below.

1.4.  Collective response of molecule-metal nanostructures

An important attribute of the optical response of molecular 
aggregates is their collective optical response. Consider first an 
atomic or molecular assembly without the metal component. 
Systems relevant to the present discussion are encountered in 
optical studies of molecular dye aggregates [87] on one hand, 
and in studies of optical properties of low dimensional (lay­
ers and dots) semiconductor structures [88, 89] on the other, 
although other interesting systems such as dye containing 
microdroplets can be investigated along similar lines [90–93]. 
The simplest model pertaining to our applications are studies of 
the optical response of assemblies of two-level atoms [94–99].  
In his seminal paper, Dicke [100] has shown that, because 

8 In standard applications εs is considered real.
9 This is true also for many treatments of SERS, with the additional attribute 
that the dipole moment is assume to depend on the nuclear coordinate(s).

J. Phys.: Condens. Matter 29 (2017) 443003
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of their mutual interaction with the radiation field, a cluster 
of emitters has some modes that can emit cooperatively with 
rates that scale with the number of atoms, so called super­
radiant modes, while other modes are only weakly coupled to 
the radiation field. Closely related is superfluorescence [101], 
where a system of initially uncorrelated excited emitters devel­
ops coherence through their mutual interaction with the radia­
tion field. Prasad and Glauber [94–97] have analyzed in detail 
the emission properties of such slabs and spheres of two-level 
emitters under conditions of (a) weak excitation (namely, 
the system remains close to its ground state so only its lin­
ear response is considered; (b) continuum approximation—
assuming the system is dense enough to allow smoothening of 
its atomistic structure and considering it as a continuous polar­
izable medium; (c) timescale separation between the atomic 
resonance frequency (the spacing between the atomic levels) 
and the emission dynamics, as well as between this dynamics 
and the time it takes light to cross the system; and (d) phase 
destroying processes such as Doppler or collisional broaden­
ing are ignored. Under these assumptions they were able to 
describe the emission properties of such systems in terms of 
eigenstates of an integral equation for the system polarization, 
showing that a few of these eigenstates behave as superradiant 
modes, emitting at a rate that scales linearly with the number 
of atoms. All other modes have zero (in the limit of small clus­
ters) decay rates or infinite lifetimes. Similarly, Svidzinsky 
and coworkers [98] have studied an N-atom cluster of linear 
size R with only one atom excited in the initial state, and have 
shown that in the small cluster limit (k0R → 0; k0 = ω0/c 
where ω0 and c are the resonance frequency and the speed 
of light, respectively) only one state of this system can emit 
with rate ∼ γRN  (γR being the radiative decay rate of a single 
excited atom) while the others have infinite lifetimes. In the 
opposite case of large clusters there are many superradiant 
states with relaxation rates ∼ γRN/(k0R)2. We note in pass­
ing that other types of coherent dynamics such as soliton-like 
exciton propagation [102], lasing [103] and Bose–Einstein 
condensation [104] have been discussed. On the other hand, 
dephasing phenomena and disorder can change the qualita­
tive behavior of such systems, and energy transfer in excitonic 
systems can become diffusive on timescales shorter than their 
radiative emission, with typical coherence lengths of the order 
of ~100 nm. (See e.g [105, 106].)

Next, consider the interaction of such an aggregate of emit­
ters with a plasmon-sustaining interface (Pockrand et al [107] 
was perhaps the first publication to focus attention on such 
systems. See [108] for a recent review). In accord with the 
single emitter case discussed above, standard spectroscopic 
properties—absorption, emission and lifetimes are modified 
[109–121]. Of particular interest are observations of plasmon 
effects on interaction between emitters. The simplest manifes­
tation of such effects is the plasmon-induced enhancement of 
energy transfer between emitters [62, 79, 122–148]. This can 
be used in conjunction with metal configuration that supports 
sub-wavelength waveguiding to direct exciton propagation 
in predetermined ways [149–163]. This plasmon enhanced 
energy transfer implies that intersite excitonic coupling is 
effectively enhanced by coupling to the underlying plasmons, 

which implies that exciton-plasmon coupling should also 
affect superradiance and superfluorescence from excited emit­
ter aggregates. References [70, 71, 134, 164–171] have shown 
that interatomic (or intermolecular) interaction via coupling to 
plasmons can dominate the formation of cooperative response 
over the standard coupling to the free radiation field, and leads 
to qualitatively similar behavior as described above—a few 
modes of the molecular/atomic aggregate are superradiant 
while the others can be strongly sub-radiant. Plasmonic metal 
structures were indeed shown to enhance the collective nature 
of emission from emitter aggregates [172].

While the above discussion has distinguished between 
inter-emitter coupling induced by mutual coupling to the radi­
ation field or to surface plasmons, it is important to emphasize 
that the physics of these phenomena is essentially the same, 
and the dominance of coupling to plasmon mode results from 
the focused local nature of the latter. All phenomena asso­
ciated with exciton-plasmon coupling, including enhanced 
cooperative emission and enhanced exciton transport, have 
their analogs in excited molecules and molecular assemblies 
interacting with optical modes localized in cavities and other 
nanostructures such as photonic crystals, where molecule-
radiation field coupling can be tuned by geometrical charac­
teristics of the systems [173–175].

1.5.  Strong coupling

The consequences of interaction between molecules and 
plasmon-supporting metal surfaces have so far been discussed 
in terms of modified molecular properties—absorption, scat­
tering, and relaxation rates. A growing attention is given in 
recent years to another manifestation of this interaction (and 
the equivalent phenomenon in systems comprised of mol­
ecules or semiconductor quantum dots and cavity-confined 
radiation field modes) loosely referred to a ‘strong coupling’, 
where the focus is on the hybridization between the material 
and optical modes to form hybrid states that comprise both 
[176]. An example is shown in figure 4. Two LSPP modes of 
two nanoparticles are formed by combining the LSPP modes 
of a spherical nanoparticle corresponding to bonding and anti-
bonding states. Treating plasmons as incompressible defor­
mations of electron gas and calculating the total electrostatic 
energy of the system one obtains a set of coupled equations on 
amplitudes of deformation fields describing LSPP modes of 
the combined system [15, 18].

An often encountered model used to explain this aspect 
of intersystem coupling comprises two coupled classi­
cal harmonic oscillators A and B [177]. The corresponding 
Hamiltonian

H =
P2

A

2mA
+

P2
B

2mB
+

1
2

kAX2
A +

1
2

kBX2
B +

1
2
κ(xA − xB)

2� (14)

can be expressed in terms of two independent normal modes 
of frequencies

ω2
± =

1
2


ω2

A + ω2
B ±

√
(
ω2

A − ω2
B

)2
+

4κ2

mAmB


� (15)
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with

ωN =

√
kN + κ

mN
; N = A, B.� (16)

Plotting the frequencies ω+ and ω− against ωB while keeping 
ωA constant shows a typical coupling induced avoided crossing 
(see figure 5): When κ = 0 the two lines are: a horizontal one, 
ω+ = ωA (κ = 0) indicating that this root does not depend on 
ωB and the line ω− = ωB (κ = 0) with slope 1 that correspond 
to the linear dependence of this root on ωB obviously cross at 
ωB = ωA. When κ �= 0 the lines avoid each other and achieve 
minimum difference 

(
ω+

2 − ω−
2
)
min

= 2κ/
√

mAmB and 
strong mixing when ωB = ωA. A familiar analogous situation 
is the two-level emitter in quantum mechanics, where diago­
nalizing the Hamiltonian

Ĥ = Ĥ0 + V̂ ,
Ĥ0 = EA |A〉 〈A|+ EB |B〉 〈B| ,

V̂ = VAB |A〉 〈B|+ VBA |B〉 〈A|
�

(17)

yields the eigenvalues

E± =
EA + EB ±

√
(EA − EB)

2
+ 4|VAB|2

2
� (18)

with a minimum spacing (the so called Rabi splitting) 2 |VAB|. 
Yet another familiar system is the Jaynes–Cumming model 
[178] that describes coupled two-level system and a quantum 
harmonic oscillator

Ĥ = �ωâ†â + E1 |1〉 〈1|+ E2 |2〉 〈2|+
1
2

U
(
â† |1〉 〈2|+ â |2〉 〈1|

)
.

�
(19)

This model appears more relevant to our notion of a molecule 
(represented by a two-level system) coupled to a plasmon 
(described as a harmonic oscillator). However, the conserva­
tion of excitation

〈
â†â

〉
+ 〈|2〉 〈2|〉 = constant� (20)

that follows from (19), implies that the states of this 
Hamiltonian correspond to an infinite set of coupled two-level 
systems that are distinguished by the number of harmonic 
oscillator quanta that are present when the actual two-level 
system is in state 1. Each such a pair is thus described by the 
Hamiltonian (17) where |A〉 = |1, n〉, |B〉 = |2, n − 1〉 while 
V = U

√
n. A new element is that the Rabi splitting is here 

proportional to 
√

n, namely the amplitude of the harmonic 
subsystem. In addition, from the discussion above, following, 
e.g. [94–100], V̂  is also expected to scale like 

√
N  where N is 

the number of molecules within a volume much smaller that 
the radiation wavelength that are coherently involved in the 
process.

These models serve to understand observations of mode 
coupling in optical response of composite nanosystems, rang­
ing from plasmon hybridization10 in nanoparticle systems 

[15–18, 179–187], to molecules, molecular assemblies, and 
semiconductor nanodots interacting with plasmons excited 
in metal nanostructures [55, 158, 188–202] as well as cavity 
modes [178, 203–210]. For recent reviews see [108, 175] and 
[211].

An example for this behavior is shown in figure  6. In 
later parts of this review we focus on the computational and 
theoretical analysis of these phenomena in coupled exciton-
plasmon systems. Figure  6 demonstrates the qualitatively 
similar behavior in coupled plasmon systems comprising 
metallic nanostructures. Specifically we focus on a simple 
system made of two closely spaced gold nanowires with char­
acteristic lengths less than the incident wavelength schemati­
cally depicted in figure 6(a), and consider the linear optical 
response of this system to two different excitations, namely 
a conventional incident plane wave and a local dipole source. 
When the system is excited by the plane wave polarized along 
the axis connecting two wires the scattering intensity exhibits 
a single resonance that shifts to higher energies as the gap size 
increases (figure 6(b)). This is to be expected since the inci­
dent field excites longitudinal LSPP modes in each wire and 
their interaction strength drops as the gap widens. The energy 
of the resonant mode approaches a limit of a single wire as 
clearly seen in figure 6(b). It is not surprising to see only a 
single mode since another hybrid state is the dark (anti-bond­
ing) mode which is not accessible due to symmetry when the 
system is uniformly excited by the plane wave (see figure 4). 
Dark states however can be excited when a local dipole source 
is utilized (figure 6(c)). Here both bonding and anti-bonding 
hybrid states are seen in the transmission spectra. Using the 
language of strong coupling physics, the transmission spec­
tra exhibit Rabi splitting that is determined by the strength of 
the electromagnetic (EM) interaction between LSPP modes 

Figure 5.  The normal mode frequencies of a system of two 
linearly coupled harmonic oscillators plotted against the difference 
∆k = kB − kA between the force constants of the free oscillators.

10 The term ‘hybridization’ arises from the theoretical approach that quali­
tatively (and quantitatively in the linear regime) describes SPP modes sup­
ported by a complex system using a simple analogy with the hybridization 
of molecular orbitals in quantum chemistry.
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of each wire. Reflecting their relative energies (figure 4), 
the bonding and anti-bonding hybrid states are referred to 
as the lower and upper polaritons, respectively. The energy 
separation of these states increases as the gap between wires 
narrows, indicating the fact that the EM coupling strength 
increases. Figure 6(d) explores the anti-crossing behavior of 
the hybrid states when the length of one of the wires is var­
ied. Without EM coupling between the wires the longitudinal 
LSSP mode of one wire would cross the energy of the LSSP 
mode of another as dashed lines in figure 6(d) illustrate. The 
coupling results in the avoided crossing behavior typical for 
strongly coupled systems.

We note that the observed Rabi splitting for the wires of 
100 nm in length is 240 meV corresponding to the character­
istic time of EM energy exchange between plasmonic parti­
cles of 17 fs. Such a fast dynamics calls for the utilization of 
plasmon modes (both bright and dark as we shall see below) 
as nano-optical probes [212] to investigate fundamentals of 
light–matter interaction.

Coming back to theoretical descriptions, to provide a 
complete qualitative understanding of these phenomena the 
models represented by equations (14) and (17) have to be sup­
plemented by proper descriptions of damping on one hand, 
and the probe used for the actual observation on the other. To 
show the consequence of taking these into account consider 
the model of figure 7 in which the two-level model of equa­
tion (17) is augmented by (a) having each of the two levels 
damped by coupling it to its own continuum and (b) having 
the absorption lineshape of this system probed by a photon 

coming from the far field and coupled to the system by some 
dipole operator μ. As a primitive model of observation of such 
phenomena in coupled exciton-photon systems, level A can 
be a single exciton state and level B a single plasmon state (or 
a cavity mode), both accessible from the ground state (unex­
cited molecule-metal/cavity composite) and characterized by 
their mutual coupling V and lifetimes associated with their 
damping to their environments. (Typical plasmon lifetimes 
are 50 fs and those of cavity modes, determined by the cavity 
Q number, are much longer.) Exciton lifetimes are bounded 

Figure 6.  Two gold nanowires separated by a sub-diffraction gap. Panel (a) schematically depicts two wires. Two red dots indicate local 
dipole source and local detection point. This excitation scheme is compared to the conventional plane wave. Panel (b) shows scattered EM 
intensity detected in the far field when the wires are excited by a plane wave. Blue line shows data for a single 100 nm long wire; black line 
shows data for the gap of 10 nm, red line—20 nm, green line—40 nm. Both wires are 100 nm long with a diameter of 20 nm. Panel (c) shows 
results for the case where the wires are excited by a local dipole placed 5 nm away from one of the wires. Different colors correspond to the 
same values of the gap as in panel (b). Panel (d) shows energies of hybrid plasmon states (red and blue dots) as functions of the length of one 
of the wires (another wire’s length is fixed at 100 nm). Dashed curve corresponds to the energy of the longitudinal plasmon of a single wire.

Figure 7.  A model illustrating the consequence of coupling 
between two absorption resonances whose widths are determined 
by coupling to dissipating continua. At issue is the question whether 
their mutual coupling V is strong enough to keep them sufficiently 
apart so that two peaks are observed for all possible values of 
EA − EB.
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from below by the radiative decay process, of order of 1 ns in 
free space and possibly considerably longer in cavity environ­
ments, however such lifetimes are made considerably shorter 
by radiationless relaxation into environmental modes includ­
ing the close-by metal interface). Denoted these damping rates 
by γA and γB, the absorption lineshape is obtained in the form

L (ω) = Im F
(�ω−EA+(i/2 )γA)(�ω−EB+(i/2 )γB)−|VAB|2

= Im F(ω)
(�ω−E+)(�ω−E−) =

F(ω)(�ω−E∗
+)(�ω−E∗

−)
|(�ω−E+)|2|(�ω−E−)|2 ,

� (21)

where

F (ω) = |µGA|2 (�ω − EB + (i/2 ) γB)

+ |µGB|2 (�ω − EA + (i/2 ) γA)− µGAVABµBG − µGBVBAµAG
� (22)
and E± are given by equation (18) with EA and EB are replaced 
by EA − (i/2 ) γA and EB − (i/2 ) γB, respectively.

When EA is far from EB (|EA − EB| � |VAB|) the lineshape 
(21) clearly shows two maxima, near �ω = EA, EB. As EB 
changes and approaches EA these maxima come closer and 
may either coalesce into a single maximum or remain sepa­
rated if the coupling |VAB| is large enough. At issue is the ques­
tion whether this lineshape shows one or two maxima when 
they are at their closest approach. For a quick estimate we can 
proceed with the following simplifications: take γA = γB ≡ γ 
and assume that the structure of the lineshape is dominated by 
the denominator D (ω) of equation (21):

D (ω) =
[
(�ω − E0 − η)

2
+ (1/2 ) γ2

]

×
[
(�ω − E0 + η)

2
+ (1/2 ) γ2

]
,

�

(23)

where E0 = (1/2 ) (EA + EB) and η = (1/2 ) √
(EA − EB)

2
+ 4|VAB|2 . The condition for this function to 

have two distinct minima is that it has a maximum at �ω = E0, 
namely 

[
d2D/dω2

]
ω=�−1E0

< 0. This translates into

γ <

√
(EA − EB)

2
+ 4|VAB|2� (24)

so that the condition for a split peak at the closest approach 
EA = EB is

γ < 2 |VAB| .� (25)

Situations where this condition is met are referred to as 
‘strong coupling’, however it should be kept in mind that 
‘strong’ implies that |VAB| is large relative to not only lifetime 
broadening as described above, but in fact to any other type of 
homogeneous and inhomogeneous broadening that can mask 
the Rabi splitting. To see the implications of this condition, 
consider first the coupling of a molecule to an unpopulated 
cavity mode. The coupling strength (Rabi frequency) implied 
by equation(10) is of order (taking εr = 1)

V = µ
√
�ω/2ε0Ω ,� (26)

where µ and ω = 2πc/λ are the dipole matrix element and 
the frequency for the molecular transition, and Ω is the cav­
ity volume. Taking Ω = λ3 and using µ = 1 Debye leads to 

Rabi frequency of the order of ~1 wavenumber (10−4 eV). 
Compared to this, the damping rate of cavity modes can be 
relatively negligible, and radiative decay rates of molecular 
excitations are also 2–3 orders of magnitude smaller (and may 
be further reduced due to the cavity Purcell effect [213]). This 
implies that molecule-cavity mode systems can often be found 
in the strong coupling limit. When an aggregate of many mol­
ecules is involved the effective Rabi frequency may increase 
by 1–2 orders of magnitudes, to the level observed in some 
experiments due to cooperative molecular response.

For a molecule interacting with the dipolar (l = 1) plasmon 
of a small metal nanoparticle we can make an equivalent con­
sideration using equation (6) and E = −∇Φ to obtain the mol­
ecule (again represented by its transition dipole μ)—plasmon 
interaction. For a small molecule11 outside a metal sphere of 
radius a at a distance R  >  a from the sphere center perpend­
icular to the sphere surface this leads to [12, 13]

V = µ
( a

R

)3
√

3�
2πε0 Re ε′r (ωp) a3� (27)

with ε′r (ω) = dεr/dω, ωp is obtained from (see equation (8)) 
Re (εr (ωp)) = −2 and all distances are assumed small rela­
tive to λp = 2πc/ωp . Compared to equation  (26) we see a 
similar structure with elements of differences: ω is replaced 
by ε′r(ωp)

−1 and the cavity volume is replaced by the parti­
cle volume (a similar conclusion regarding the volume was 
reached in [201] following the analysis of [214]. In addition, 
the factor (a/R )

3 introduces an explicit dependence on the 
molecule-sphere distance.

Because a can be far smaller than the radiation wavelength, 
the Rabi frequency near plasmonic particles can be consider­
able larger than that characterizing coupling to cavity modes. 

Indeed, for silver � (dε/dω )
−1
ωp

 is of order 5 eV and for a mol­
ecule of µ = 10 D near a silver sphere of radius a  =  4 nm we 
find V ∼ 0.1 eV. On the other hand, the damping in this case 
is also much larger. It is usually dominated by the dipolar plas­
mon lifetime, of the order 50 fs for silver, corresponding to γ 
~ 0.1 eV12. We conclude that strong coupling can be realized 
in such situations as well, in agreement with the observation 
of [201], although achieving it requires more fine-tuning of 
system parameters than in the molecule-cavity case.

Like the plasmon coupling example of figure 6, most dem­
onstrations of strong coupling between molecules and optical 
modes have focused on the phenomenon of avoided crossing 
and similar manifestations (e.g. Fano lineshapes) in light scat­
tering spectra. However other observations should be noted:

	 (a)	Obviously, the energetic structure predicted by these 
models, as exemplified in figure  6, also implies the 
possibility to observe temporal (Rabi) oscillation in the 
time domain. Actual observations of such oscillations in 

11 The result (27) assumes a point-like molecule located at distance R from 
the sphere center.
12 When the molecule sits directly on the metal surface, energy and electron 
transfer to the metal provide other efficient relaxation routes with relaxation 
times possibly of similar order.
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ultrafast optical response of such systems have been rare. 
A recent work by Vasa et al describes such an observation 
[198].

	(b)	The two-level and harmonic oscillator models discussed 
above provide a useful but by no means complete 
picture of strongly coupled systems. In particular, the 
consequences of the vibrational motions in the molecular 
subsystems can be observed [215, 216] and should be 
included in a complete analysis of such strongly coupled 
systems [217].

	 (c)	In analyzing some of these examples of mode hybridi­
zation, the focus is on coupling between molecular 
excitations and optical/plasmon modes. At close prox­
imity the possibility of electron tunneling between metal 
structures can considerably change the physics of the 
system and should be taken into account [21, 22, 218]. 
Similarly, electron transfer can strongly affect metal-
molecule interaction at short distances and overshadows 
the effect of exciton-plasmon coupling. Indeed, plasmon-
induced hot electron chemistry—processes in which 
following plasmon excitation electrons are exchanged 
between the metal and molecules are currently drawing 
increasing attention [219–235]. (See also [236–242] for 
recent theoretical work and [14, 243, 244] and [245] for 
reviews.)

	(d)	Other important effects of such coupling have been 
observed and discussed. These include behaviors that 
reflect the modification of molecular electronic structure 
and dynamics [246–252], spin relaxation [253–255], 
metal work functions [256], modification of electron and 
exciton transport properties because of interaction with 
cavity modes [206, 207, 257] as well as nonlinear phe­
nomena, e.g. induced transparency [258, 259] and second 
harmonic generation [260, 261] in coupled exciton-
plasmon systems.

The simple theoretical considerations outlined above pro­
vide a qualitative understanding of many of the observed 
phenomena, however to understand the detailed behavior of 
actual experimental systems involving complex metal struc­
tures and an assembly of interacting molecules we need to 
resort to numerical studies. The rest of this review is aimed 
to provide a detailed account of the current state of the art of 
such studies.

2. Theoretical background for the numerical 
approach

Numerical simulations of atomic, molecular or semiconduc­
tor systems coupled to the radiation field have been done for 
a long time in different contexts [101, 262–275]. Including 
plasmon-sustaining metal nanostructures is a fairly recent 
development [273]. Below we refer to such systems as cou­
pled exciton-plasmon systems. In what follows we describe 
the theoretical basis for simulating the dynamics and opti­
cal response of such systems, namely the ways by which the 
EM field, the molecular system, the metal, and the coupling 

between them are accounted for. The actual implementation 
of these descriptions in numerical solvers is described in the 
next section.

2.1. The electromagnetic field

In the vast majority of systems considered here the EM radia­
tion can be treated classically using Faraday’s and Ampere’s 
laws

∂B
∂t = −∇× E,
∂D
∂t = 1

µ0
∇× B,� (28)

where µ0 is magnetic permeability of free space and the elec­
tric displacement field is defined as

D = ε0E + P.� (29)

The macroscopic polarization, P , is the essence of semiclas­
sical theory of optical properties of exciton-plasmon mat­
erials. It is induced in a material subsystem by the EM field 
and in turn drives the EM field through the current density 
J (r, t) = ∂P (r, t)/∂t.

2.2. The metal

In the simulations described below the metal is described as 
a continuum dielectric with a dielectric function given by 
the Drude (equation (1)) or Lorentz (equation (2) models 
with suitably chosen parameters. Such parameters for sev­
eral metals are given in [5]. The advantage of using these 
models is that their effect can be described by adding aux­
iliary variables governed by Markovian dynamical equa­
tions to the description of the system dynamics. The specific 
equations  that govern the dynamics of the current density 
depend on a choice of a dielectric function and are discussed 
in section 3.

2.3. The molecular system

The simplest description of a molecular system accounts for 
its response to the radiation field in terms of a local dielectric 
function that can be described by a Lorentz model with suit­
ably chosen parameters. With this approach, the numerical 
solution of coupled exciton-plasmon systems is reduced to 
solving the Maxwell equations in a continuous non-homoge­
neous dielectric. Such a description of the molecular system 
suffers from two shortcomings: First, it has to include some 
procedure to account for the molecular density and local ori­
entation within the Lorentz parameters, and second, while it 
contains phenomenological damping parameters, it cannot 
distinguish between the effect of population relaxation (so 
called t1 processes) and dephasing (t2 processes), namely it 
cannot explicitly account for pure dephasing.

Both orientation effects and molecular density can be 
described in a classical microscopic description, in which 
individual molecules (or, in a coarse-grained descrip­
tion, different cells of a numerical grid) are described as 
Lorentz oscillators with suitably chosen parameters [276].  
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These oscillators, describing molecular dipoles, do not 
directly interact with each other. Rather, a mutual interaction 
is affected through their interaction with the EM field13.

The effect of pure dephasing, as a process different from 
excitation relaxation, can be accounted for by describing the 
molecular sub-system as a collection of quantum mechanical 
entities, albeit in a mean-field approximation. To describe this 
procedure we start with the Hamiltonian written as a sum of a 
molecular part ĤM =

∑
m ĥm, the radiation field ĤR and their 

interaction ĤMR =
∑

m ĤmR , where the sums are taken over 
individual molecules.

Ĥ = ĤM + ĤR + ĤMR.� (30)

In ĤmR = −E (rm) · µ̂m the electric field at the position of 
the molecule m depends on the states of all other molecular 
dipoles. The molecular density matrix evolves according to 
the Liouville equation

dρ̂
dt

= − i
�

[
Ĥ, ρ̂

]
.� (31)

Now assume that ρ̂ =
∏

m ρ̂m with Trmρ̂m = 1. Using this 

in (31) and taking trace over all molecules except m leads to

dρm

dt
= − i

�

[
ĥm − 〈E (rm)〉 · µ̂m, ρ̂m

]
� (32)

with 〈E (rm)〉 = Tr′
(

E
∏

m′ �=m
ρ̂m′

)
 where Tr′ represents trace 

over the states of all molecules except m. The Liouville–von 
Neumann equation  (32) describes the dynamics of a single 
molecular dipole under the influence of the local average elec­
tric field at the position of this dipole. The latter includes the 
incident field and the average field of all other molecules. For 
a single molecule within an ensemble of two-level (ε1, ε2) 
molecules, equation (32) yields (see also [277])

dρ11
dt = −i Eµ12

� (ρ12 − ρ∗12) ,
dρ12

dt = i
[

Eµ12
� (ρ22 − ρ11) + Ω12ρ12

]
,

dρ22
dt = i Eµ12

� (ρ12 − ρ∗12) ,

�

(33)

where 1 and 2 denote the ground and the excited state, respec­
tively, µ12 is the corresponding transition dipole moment 
(assumed real), and Ω12 = (ε2 − ε1) /�  is the transition fre­
quency. Another often encountered form of equations (33) is 
obtained by defining X = ρ12 + ρ∗12, Y = ρ12 − ρ∗12 and not­
ing that dX/dt = iΩ12Y . This leads to

dρ11
dt = − 1

Ω12

dX
dt

E·µ12
� ,

dρ22
dt = 1

Ω12

dX
dt

E·µ12
� ,

d2X
dt2 = −Ω12

2X + 2Ω12
E·µ12
� (ρ11 − ρ22) .

�

(34)

Next we (a) multiply these equations by the molecular density 
nM  and the last equation also by µ12, (b) denote the densities 
of molecules in states 1 and 2 by nMρ11 = n1; nMρ22 = n2 
(n1 + n2 = nM) and the polarization by XnMµ12 = P , and (c) 
assume an isotropic system and average over all orientations 
of the molecular dipole to get 〈µxµy〉 = 〈µxµz〉 = 〈µyµz〉 = 0 
and 

〈
µj

2
〉
= (1/3 )µ2, j  =  x, y, z. Equation (34) then become

dn1

dt
= − 1

�Ω12
E · dP

dt
,� (35)

dn2

dt
=

1
�Ω12

E · dP
dt

,� (36)

d2P
dt2 = −Ω2

12P +
2

3�
Ω12µ

2
12E (n1 − n2) .� (37a)

This form of the Liouville–von Neumann equations, written 
in terms of the macroscopic populations and polarization, 
is identical in the absence of relaxation processes, to the 
kinetic equations  (sometimes referred to as rate equations) 
used in the laser literature [278–280]). We note in passing 
that the more general form of equation  (37) that does not 
assume isotropy

d2P
dt2 = −Ω2

12P +
2Ω12

�
µ12 (E · µ12) (n1 − n2)� (37b)

can be particularly useful for describing interfacial optical 
response. Equations  (37) is the gateway for coupling the 
Maxwell’s equations to dynamics of the molecular system 
(more on this, including practical numerical algorithms is in 
the next section). Focusing for now on the 1D case, we find 
that in the linear regime, where n2 � n1 so that n1 ∼ nM ,  
equation  (37b) implies the following expression for the 
electric susceptibility χe (ω) = P/(ε0E)

χe =
2µ2

12nM

�ε0Ω12

Ω2
12

Ω2
12 − ω2

.� (38)

To account for population relaxation and dephasing one usu­
ally introduces phenomenological decay constants in (31) 
[281]. Here, however, different practices have been used. For 
the two-level molecular model under discussion, the standard 
scheme uses Bloch-type equations such as (33)

dρ11
dt = −i Eµ12

� (ρ12 − ρ∗12) + γ21ρ22,
dρ12

dt = i
[

Eµ12
� (ρ22 − ρ11) + Ω12ρ12

]
− Γ

2 ρ12,
dρ22

dt = i Eµ12
� (ρ12 − ρ∗12)− γ21ρ22,

�

(39)

where γ21 is the population relaxation rate, while the coher­
ence ρ12 decays with the rate Γ2 = γ21

2 + γd, which takes into 
account pure dephasing rate γd. These rates are related to the 
population relaxation time, T1, decoherence time, T2, and the 
pure dephasing time, T∗

2 , in analogy with phenomenological 
formula from NMR spectroscopy [282]

1
T2

=
1

2T1
+

1
T∗

2
.� (40)

13 It is important to emphasize that this statement holds only for interaction 
within the frequency range accounted for by dynamical coupling with the 
classical electromagnetic field. Electrostatic interactions and van der Waals 
forces are also mediated by the ambient electromagnetic field but cannot 
be accounted for on the level of these simulations. If such interactions are 
needed they have to be added explicitly.
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Starting from (39) and following the procedure that leads to 
equation (37b) now leads to the linear electric susceptibility in 
the form

χe = ∆ε
Ω2

12

Ω2
12 −

(
ω − iΓ2

)2 ,

� (41)

where we use the notation ∆ε =
2µ2

12nM

�ε0Ω12
.

Another common phenomenological approach to account 
for relaxation, apart from the population relaxation rate γ12 is 
to add a damping term to the polarization equation (37), hence 
replacing equations (35)–(37) by [278–280]

dn1

dt
− γ21n2 = − 1

�Ω12
E

dP
dt

dn2

dt
+ γ21n2 =

1
�Ω12

E
dP
dt

,

d2P
dt2 + Γ

dP
dt

+Ω2
12P =

2
�
Ω12µ

2
12 (n1 − n2)E.

�
(42)

The linear electric susceptibility as follows from (42) reads

χe = ∆ε
Ω2

12

Ω2
12 + iΓω − ω2

,� (43)

which is different from (41). The susceptibility obtained from 
the Liouville–von Neumann equation differs from the conven­
tional Lorentzian profile (43) at high dephasing rates resulting 
in noticeable red shift of the resonance from the molecular 
transition energy.

Figure 8 demonstrates that models (39) and (42) lead 
to noteciably different results even in linear regime at high 
damping. The linear transmission through a thin layer of inter­
acting molecules is evaluated using both Bloch and rate equa­
tions. It is clear that data obtained using the Bloch model are 
red shifted compared to the model based on rate equations.

When molecules are located near a metal interface (a metal 
nanoparticle, arrays of such particles, arrays of holes, etc) one 

should pay attention to the local field polarization, which is 
in general nonlinear and time dependent when an SPP mode 
is excited. This is illustrated with an example of a double-slit 
system as shown in figure 9. When excited by a resonant inci­
dent field the corresponding SPP mode is launched on both 
input and output sides of the film. Most importantly, the spa­
tial regions near the slits that are displayed with red and blue 
colors correspond to the local EM with horizontal and vertical 
polarization components. With molecules deposited on either 
side of the film this should be carefully taken into account.

The extension of the model based on rate equations to the 
case of exciton-plasmon materials with a local field being of 
arbitrary polarization is straightforward [283]. However, the 
density matrix approach explicitly takes into account a par­
ticular configuration of the excited state wavefunction, which 
in turn determines the coupling with the local EM field. As fre­
quently implemented, the Hamiltonian of a molecule is written 
in the basis of angular momentum states such that the dipole 
coupling with a local electric field usually given as a solution 
of Maxwell’s equations in Cartesian coordinates must be writ­
ten in spherical coordinates [273, 284]. Alternatively one may 
work in Cartesian coordinates for both the EM field and the 
molecular dynamics, facilitated by operating in the basis of s, 
p orbitals. One can also invoke symmetry group algebra [265].

3.  Numerical modeling

Due to the complex structure of modern plasmonic materials, it 
is only for a small number of geometries that one can, in prin­
ciple, solve the Maxwell equations analytically in terms of the 
EM field modes. More often than not it is required to numer­
ically integrate Maxwell’s equations (28) for the specific struc­
ture and the given environment. Moreover, when dealing with 

Figure 8.  Transmission through a 200 nm thin layer of interacting 
molecules as a function of the incident photon energy. The black 
line shows results obtained for molecules described by rate 
equations (42). The red line shows results obtained by applying 
Bloch equations (39). The molecular transition frequency is 2.5 eV, 
the decay rate is 1 eV, the transition dipole moment is 10 Debye, 
and molecular number density is 1026 m−3.

100 nm

Einc
k

Figure 9.  Two sub-diffraction slits in thin silver film. The system is 
excited by a resonant plane wave. Blue color shows instantaneous 
electromagnetic intensity associated with the vertical electric field 
component, while red indicates the induced horizontal component.
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hybrid systems comprising molecules near plasmonic interfaces 
such as nanoparticles, in particular under strong coupling con­
ditions, a more involved theory requires numerical integration 
of the coupled Maxwell–Bloch equations. It is thus important 
to have access to spatiotemporal dynamics of EM field. There 
are various numerical methods available for numerical integra­
tion of Maxwell’s equations on a grid [285, 286]. This part of 
the review discusses in depth one of many methods, namely 
finite-difference time-domain approach (FDTD). In addition to 
applications of FDTD in plasmonics we also provide several 
working FORTRAN codes, which can be found in supplemen­
tal material section (stacks.iop.org/JPhysCM/29/443003/mme­
dia). The supplied codes correspond to various applications 
discussed in details in sections 2 and 4.

3.1.  FDTD and programing aspects

Consider a system of Maxwell’s equations (28) here in an inho­
mogeneous space occupied by different dielectric components 
whose optical responses are determined by the local polariza­
tion currents. An attractive feature of solving Maxwell’s equa­
tions directly instead of propagating a wave equation is a better 
numerical convergence, since equation (28) are first order equa­
tions unlike the wave equation. In a standard numerical approach 
one sets a numerical grid over the system and represents the 
curl operators in the Maxwell equations by finite differences at 
any grid point. When the dielectric function is location depen­
dent such an approach requires an additional effort in order to 
account for proper boundary conditions at dielectric interfaces 
[6]. Such a task becomes very involved when dealing with com­
plex geometries. It was shown, however, that specifically dis­
placing the electric and magnetic field components with respect 
to each other, one can always satisfy the boundary conditions at 
every grid point. This scheme was put forward by Kane Yee in 

his seminal paper in 1966 [287] and later on was further devel­
oped by Allen Taflove [288].

Figure 10 illustrates the unit cell (so-called Yee’s cell), 
which is at the heart of the FDTD scheme and the basis for 
all the codes that accompany this review. The lattice is defined 
by a set of points, each given in terms of three integers (i, j, k) 
corresponding to the discretized spatial coordinates (xi,yj,zk) 
an the origin is a point on this lattice. The cell’s side in each 
direction is one spatial step. One can see that each component 
of the magnetic field is surrounded by the components of 
electric field that correspond to the curl operator. Similarly 
placing more Yee’s cells next to each other results in electric 
field components surrounded by appropriate magnetic field. 
Each component of EM field is shifted by half a step in par­
ticular directions to accommodate the curl equations. As noted 
above, it is straightforward to show that the discretization of 
equations (28) using the grid based on Yee’s cell leads to the 
fact that interface conditions are explicitly included in simula­
tions. One would only need to properly discretize the dielectric 
function. We note that equivalently to the arrangement of EM 
field components in figure 10 we can interchange the electric 
and magnetic fields sublattices, a procedure frequently used in 
[288]. In our calculations (and the accompanying codes) we 
employ the arrangement shown in figure 10 as introduced by 
Sadiku [289] and Sullivan [290]. Once the curl equations are 
discretized in space one needs to propagate these equations 
along a discretized time axis. This is frequently done using 
the leapfrog-time stepping technique, which first evaluates 
the magnetic field using Faraday’s law and then based on the 
updated magnetic field the electric field is advanced in time. 
It should be noted that the opposite scheme, in which electric 
field is updated first, is equivalent to the conventional time 
propagation procedure. Since this approach is essentially an 
initial boundary value problem, knowledge of the EM fields 

Figure 10.  Yee’s cell with the origin corresponding to the spatial point described by three integers (i, j, k)  =  (xi,yj,zk) located on the lattice. 
The side of the cube along each direction corresponds to the spatial step along this direction.
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at time t  = 0 is required. Once the grid is initiated, i.e. an 
incident source begins to radiate, the field updates in time are 
done for all spatial positions on a grid. The most common 
practice in computational nano-optics is to use pulsed sources 
implementing either its so-called soft analogue or more com­
monly utilized the total field/scattered field approach [288]. 
The latter uses the linear property of Maxwell’s equations and 
splits the computation domain into two regions: (a) total field 
region surrounding a nano-system, where both scattered and 
incident fields are evaluated, (b) scattered region surrounding 
total field region, where only scattered fields are calculated. 
For systems with periodic boundaries, if one is interested only 
in a normal incidence geometry, a soft pulsed source can be 
easily implemented as shown in all periodic codes accompa­
nied this review.

In one or two dimensions FDTD is relatively fast and does 
not necessarily require much of the computer memory. In 
contract, 3D simulations are quite costly in terms of time and 
memory usage. However, owing to the finite differences dis­
cretization in FDTD one can utilize multiple processors. The 
supplied codes are written using the message-passing inter­
face, which is widely implemented in, for example, the freely 
available Rocks Cluster package. The idea of parallel evalua­
tion of 2D FDTD equations is schematically depicted in fig­
ure 11. Here a total number of processors used is eight, each 
of which has its own unique number called rank that starts 
with 0 for the root processor. One can decompose FDTD grid 
onto eight slices along x-axis as shown in the figure 11, or 
vertically along y-axis—either decomposition leads to nearly 
identical speedup factors as long as x and y dimensions are the 
same. Clearly if a given problem requires elongated geometry 
the best way to choose a parallel grid is to slice the FDTD 
domain along shorter direction. The next step is to implement 
send and receive operations allowing neighbor processors to 
exchange data as schematically shown in figure 11.

When simulating EM wave propagation in open systems, 
the spatial grid must be terminated with particular boundary 
conditions ensuring that outgoing waves leaving the system 
do not artificially come back. A simple termination of the 
grid is equivalent to replacing boundaries of the simulation 
domain with perfect electric conductor. In this case the EM 

radiation never leaves the system and results in unphysical 
field-matter interaction. Unlike in numerical integration of the 
Schrödinger equation where one propagates a wavepacket and 
can easily absorbs outgoing probability density flux via the 
exponential window function or the optical potential method 
[291], absorbing boundary conditions for the Maxwell equa­
tions are more involved since the latter corresponds to the vec­
tor field and absorption must be taken care of at all possible 
scattering angles. A widely used approach is to surround the 
simulation domain by a set of unphysical material referred 
to as perfectly matched layers (PMLs), the transmission and 
reflection of which are adjust such that the incoming wave 
enters PMLs with the minimum reflection and maximum 
transmission and then attenuated inside PMLs. The corner­
stone of this approach is related to different types of PML 
coefficients for different EM field components such that to 
minimize the reflection and maximize the transmission at all 
angles. The original idea, proposed by Bérenger [292], was to 
split each component of EM field into two sub-components 
corresponding to two contributions from the curl operator and 
then apply PMLs separately for each sub-component. Since 
the original paper [293], several extensions to PML method 
were proposed. Of these, the easiest to implement but yet very 
powerful is the so-called convolution PML (CPML) technique 
[294]. It has a very important advantage over the split-comp­
onent method: it efficiently absorbs evanescent fields without 
causing numerical instabilities—obviously a highly desirable 
feature in numerical plasmonics. Our codes are supplied with 
CPML absorbing boundaries. The particular CPML coeffi­
cients seen in the codes were carefully determined in numer­
ous numerical experiments [288] and extensively tested on the 
plasmonic and exciton-plasmon systems considered here.

An important technical point should be noted: The numer­
ical stability of the FDTD propagation requires that the 
Courant condition [288]

δt <
δx√
Nc

,� (44)

is satisfied, where δt and δx are the integration time step 
and the spatial resolution employed in the calculation, N 
is the number of dimensions in the given problem and c is 
the speed of light in vacuum. In all our codes the expression 
δt = δx/ (2c) is used to ensure numerical convergence irre­
spective of a number of dimensions involved.

Finally, the model dielectric functions for dispersive mat­
erials are given by equations (1)–(4) as functions of frequency. 
The FDTD solver requires the presentation of these functions 
in the time domain. The commonly used approach relies on 
properly defining new (auxiliary) equations  capturing the 
dynamical behavior of the polarization current density (so-
called the auxiliary differential equation method (ADE) [295] 
in spatial regions with the dispersion. To illustrate this method 
we consider the most general example of a material whose 
optical properties are described by the Drude-Lorentz func­
tion (2). The corresponding equations on the current density 
can be obtained from the relation between polarization, dis­
placement, and electric field in the frequency domain

Figure 11.  Schematics of parallelization of FDTD. Absorbing 
boundaries are shown as a yellow layer surrounding the grid. 
Dashed lines indicate the boundaries between processors. Vertical 
arrows indicate send/receive operations needed to calculate spatial 
derivatives at the boundaries.
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D = ε0ε∞E + P = ε0 (ε∞ + χ (ω))E,� (45)

where the electric susceptibility is defined as χ = ε
ε0

− 1. The 
contribution to the displacement current from the dispersive 
second term in (45) reads

JD = iωε0

(
− Ω2

p

ω2−iΓω

)
E,

J(n)
L = iωε0

(
∆εnω

2
n

ω2
n+iγnω−ω2

)
E,

� (46)

here the current density is split in two parts, i.e. JD is the 

Drude current density and J(n)
L  is the Lorentz current density 

associated with nth pole in (2). Finally, the corresponding 
auxiliary differential equations on the current densities in the 
time domain are [296]

∂JD
∂t + ΓJD = ε0Ω

2
pE,

∂2J(n)
L

∂t2 + γn
∂J(n)

L
∂t + ω2

nJ(n)
L = ε0∆εnω

2
n
∂E
∂t .

�
(47)

Equations (47) are then discretized in time and are propagated 
along with the Maxwell equations in spatial regions occupied 
by the dispersive material.

This relatively simple and yet powerful FDTD technique 
and its extensions has attracted considerable attention, result­
ing in several commercial packages, yet it is important to 
emphasize that the availability of home-built codes is often 
crucial. Although commercial packages offer a wide vari­
ety of options including automatic parallelization, they lack 
the versatility needed for advance research, including many 
important features as discussed below. Despite the wide vari­
ety of commercial products, a cutting-edge research depends 
critically on capabilities that reach far beyond those of black-
box commercial codes—for example, integrating Maxwell’s 
equations  on a grid with additional propagations of the 
Liouville–von Neumann equation, which is not included in 
any commercial packages. In passing, it should be mentioned 
that several research teams have recently begun to use simu­
lations on graphical cards—graphical processor unit (GPU) 
FDTD [288]. Although GPU simulations can be very efficient 
compared to standard symmetric multi-processor (SMP) clus­
ters, there is a fundamental limitation to speedups one can 
achieve using GPU. For example, to be able to perform simu­
lations similar to some of those presented below one needs to 
use a graphical card with a memory larger than 32 Gb, which 
is not commercially available yet. In order to perform such 
simulations it is required to access RAM memory on a moth­
erboard, which dramatically slows simulations and results in 
speedup factors of less than 1, i.e. computations are actually 
slower on several GPUs compared to a single processor.

3.2.  Numerical integration of coupled Maxwell–Bloch  
equations

We now turn to the discussion of exciton-plasmon materials 
and numerical implementation of a Maxwell–Bloch inte­
grator. The original idea of numerically integrating coupled 
Maxwell–Bloch equations  was published by Ziolkowski, 
Arnold, and Godny in 1995 [263]. Consider interaction of 

EM radiation with a set of two-level quantum emitters in one 
dimension. The dynamics of each emitter is governed by the 
Liouville–von Neumann equation (39) with the local electric 
field that has contributions from all other emitters and the 
incident radiation. Each emitter contributes to the total EM 
field via dipole radiation that is taken into account via corre­
sponding polarization currents. The Maxwell’s equations (28) 
are coupled to the quantum dynamics of the emitters, and the 
system of corresponding partial differential equations needs 
to be propagated in time. In their original paper Ziolkowski 
et al [263] proposed an iterative procedure based on a predic­
tor-corrector scheme to numerically integrate this system of 
equations. Such a procedure was also adopted in two [265] 
and three dimensions [269]. One starts iterations with initial 
conditions corresponding to emitters in the ground electronic 
state and the incident field is injected into the grid via TF/SF 
or by other means [297]. The solution vector, U, that contains 
all components of the EM field and the density matrix ele­
ments for each emitter, is updated according to

U(new) = U(old) + δtF
(

U(old), U(new)
)

,
�

(48)

where F is the functional based on Maxwell-Liouville–von 
Neumann equations. It was shown that the proposed scheme 
converges after about 3–4 iterations for each time step. The 
convergence, however, is significantly diminished at high 
emitters’ concentrations. It also becomes noticeably slower 
when applied to exciton-plasmon systems at resonant condi­
tions [269] when emitter’s transition energy is close to an SPP 
mode of the plasmonic system.

Bidégaray proposed an alternative numerical scheme simi­
lar to the ADE method that is used to numerically describe the 
optics of dispersive materials [298]. The premise is to split 
Maxwell’s equations  from the quantum dynamics by a half 
a time step. The resulting numerical procedure as outlined 
below does not require several iterations for each time step 
(which may become very costly when attempting to obtain 
steady-state solutions). The method is called a weakly cou­
pled technique and was proven to be very efficient especially 
in two and three dimensions. The resulting integration proce­
dure of the coupled Maxwell–Bloch equations can be outlined 
as follows:

	 1.	In the regions occupied by quantum media Maxwell’s 
equations  are solved utilizing FDTD algorithm. First, 
the magnetic field is updated according to Faraday’s 
law. Next, using Ampere’s law we update the electric 
field with the macroscopic polarization current density, 
which uses the density matrix at the previous time step. 
The EM field in the regions occupied by metal is updated 
according to the ADE method evaluated at the same time 
step as the density matrix components. With the knowl­
edge of electric field components (stored in memory at 
two time steps) we update the density matrix at each 
spatial point on the grid according to (39) using a suitable 
numerical technique for the integration of a system of 
ordinary differential equations. Usually the fourth order 
Runge–Kutta scheme is sufficient.
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	 2.	With the knowledge of the electric field components and 
updated density matrix, we calculate the macroscopic 
polarization current at each grid point.

Clearly the weakly coupled method is not limited to a par­
ticular equation used to describe the quantum dynamics. One 
can use this method and couple Maxwell’s equations to a set 
of rate equations (42), for instance.

3.3.  Notes on linear and nonlinear simulations

The FDTD algorithm is a time domain method that requires 
extra-effort when calculating steady-state solutions of the 
Maxwell equations  or a particular spectral response such as 
a scattering cross-section. In the linear regime, when optical 
properties of the system under consideration are indepen­
dent from the incident field, it is possible to obtain a spectral 
response within a single FDTD run. The method, referred to 
as the short pulse method (SPM) was first introduced in [299]. 
The system is excited by a short pulse of the bandwidth that 
covers the spectral range of interest. The corresponding equa­
tions  are propagated for extended period of time such that 
the EM fields decay due to intrinsic losses in the system and 
radiation to the far field. During the time iterations the discrete 
Fourier transform of EM field components is evaluated on-
the-fly. After reaching the end of the time propagation the cal­
culated Fourier components are weighted with respect to the 
incident pulse contributions at a given frequency (that includes 
both an amplitude and a phase). This method thus yields spec­
tra in the frequency domain within a single FDTD run.

Because the SPM relies on matching Fourier-frequency 
components of the output signal with the corresponding comp­
onents of the incoming pulse, this method cannot be used for 
processes involving inelastic scattering or nonlinear response. 
A common example of the former type is the response of a 
molecular system exhibiting scattering or fluorescence at fre­
quencies different from the absorption peak. Here the conven­
tional continuous wave method (CWM) must be applied. One 
drives the system using CW pump at a given frequency ωin, 
steady-state solutions are obtained, a given observable is cal­
culated, and the process is repeated for another ωin(more on 
this subject below).

Let us now consider an example of nonlinear spectroscopy 
where materials are subject to a high intense fs laser pulse 
pump. After some controllable time delay the low intense 

probe is applied, measuring a particular spectral observable 
such as reflection or transmission, for instance. The goal of 
this technique is to be able to track the dynamics of a system 
driven by the pump recording changes of the observable com­
pared to a linear case (i.e. when the pump is not applied).

The key challenge in modeling nonlinear dynamics 
using the pump-probe pulse sequence is to disentangle sig­
nals caused by the strong pump and the weak probe. When 
a system comprised of optically coupled emitters is excited 
by intense pump pulse, it exhibits polarization oscillations 
lasting long after the pump is gone. Consequently, when the 
system is probed by a weak probe, one observes an undesired 
high intensity signal at the pump frequency caused by induced 
polarization oscillations. Experimentally, such oscillations 
may be filtered out so as not to interfere with the probe in the 
far field. In simulations, these unwanted oscillations must be 
handled carefully because they may interfere with the signal 
produced by the probe. An efficient computational method to 
simulate transient spectroscopy experiments was proposed in 
[300]. The idea behind this method is illustrated in figure 12. 
A high intensity pump drives the system, then a weak probe is 
sent after a given time delay. The corresponding equations of 
motion are propagated in time and space with the driving 
pump up until the probe pulse ‘arrives’. At that time the density 
matrix elements are recorded at all grid points where quantum 
emitters are located. These data are used as initial conditions 
for simulation of the probe interaction with the sample. This 
method guarantees that undesired high amplitude oscillations 
are absent when one probes the system and that the probe does 
not alter the optical response of the system. The method is 
however approximate as it disregards pump-probe coherences 
that may affect the actual experimental system.

To illustrate how such a technique works we consider a 
pump-probe experiment applied to a thin 1D layer comprising 
interacting two-level molecules with molecular resonance at 
1.6 eV. Our interest is to apply a pump-probe pulse sequence 
and evaluate the absorption as a function of the incident pho­
ton frequency and the pump-probe delay for different pump 
intensities. Figure 13 shows results of simulations based on 
the numerical technique described above. The time envelope 
of the pump pulse is taken in the form [282]

∫ +∞

−∞
F(t)dt = nπ

�
2µ12E0

,
�

(49)

where n = 1, 2, 3, ... and E0 is the pump amplitude. We start 
with a pump corresponding to the π pulse (n = 1) that com­
pletely inverts a single molecule, transferring population 
initially located in the ground state to the excited state. It is 
seen that the system exhibits positive absorption during the 
first half of the pump (even slightly longer than 90 fs) and 
then the sign of the absorption changes as molecules are in 
their excited state. The probe pulse triggers stimulated emis­
sion thus resulting in a negative absorption. Other panels in 
figure 13 demonstrate the results for the pumps with 2π, 3π, 
and 4π envelopes. As anticipated, the molecules undergo Rabi 
oscillations that depend on the pump pulse area. However, the 
Rabi cycling is not perfect as it would be if the molecules were 

Figure 12.  Illustration of the pump-probe simulations.
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independent and not interacting. Each subsequent oscillation 
of the system from the ground state to the excited state is less 
pronounced due to decoherence.

3.4.  Semiclassical treatment of fluorescence

The semiclassical model based on coupled Maxwell–Bloch 
equations  cannot account for the phenomenon of sponta­
neous emission since the latter is a purely quantum effect 
associated with the quantum nature of the radiation field. It 
has been demonstrated that the effect of spontaneous emis­
sion can be partially accounted for by imposing a classical 
stochastic field on the system [266]. Obviously, classical 
electromagnetic noise cannot mimic vacuum fluctuations; in 
particular, it can induce excitation of ground-state molecules 
while vacuum fluctuations can lead only to radiative damp­
ing of excited molecules. One can use this trick to study time 
evolution in a system, which is initially inverted; that is, all 
molecules are in the excited state. In this case, the induction 
of emission by the EM noise will soon lead to a dominant 
signal of induced emission that does not depend much on the 
nature of that noise, provided the latter is weak enough [270]. 
This method has been successfully used to simulate superra­
diance and gain within the FDTD approach [274]. However, 
this method cannot be used to generate fluorescence in a sys­
tem of mostly ground-state molecules, where the main effect 
of such noise will be to induce unphysical molecular excita­
tion (as if a given molecule being embedded in the ‘noise’ 
field undergoes the unphysical process of absorbing its own 
spontaneously emitted photon).

It is therefore highly desired to have an algorithm that: (1) 
still relies on Maxwell’s equations to evaluate spatiotemporal 
dynamics of electromagnetic radiation; (2) does not include 
nonphysical excitation of relaxed molecules by ‘their own 
spontaneous photons’; (3) produces EM field due to spontane­
ous emission that has a proper time correlation function and 
dependence on damping parameters (radiationless transition 
rate, pure dephasing rate). It was recently proposed [301] that 
this could be accomplished in a straight manner by inserting 
a dipole source into Ampere’s law with specific time char­
acteristics. Let us briefly overview the method. The idea is 
that in addition to the classical scattering by the molecule, the 
molecule itself also acts as a source of spontaneous radiation, 
which has the properties of a random electromagnetic field. 
The latter then is added as a dipole source to the Ampere law. 
The time dependence of the stochastic component of the field 
can be deduced by considering properties of electromagnetic 
field produced by a single molecule at the steady state. Upon 
careful derivation of the corresponding field correlation 
function, the stochastic field due to spontaneous emission is 
obtained [301] by employing the stochastic dipole

dR(t) =
N∑

m=1

√
dmAm cos (ωmt + ϕm),

�

(50)

where Am  and ϕm are the Gaussian random number and the 
random phase between 0 and 2π, respectively, the sum is 
taken over N oscillators (N needs to be chosen such that the 
numerical convergence is achieved when a particular physi­
cal observable is calculated). The normalization factor dm is 
defined as
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Figure 13.  Absorption in the pump-probe simulations as a function of the incident photon energy and time delay. Panels (a) through (d) 
show how absorption changes with time when π (a), 2π (b), 3π (c), and 4π pumps are applied. The pump is 180 fs long.
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� (51)
where ΓR is the radiative lifetime of the excited state, 
Γ = ΓR + γ21, ∆ω is the spectral resolution of the sum in 
(50) sampled around the molecular transition frequency, 
Ω12 , excited state population, ρ22, and the coherence, ρ12, are 
included in (51) to account for the pure dephasing. Ntotal is 
the total number of molecules at given grid point where the 
stochastic dipole is generated. The dipole (50) is inserted into 
the Ampere law.

Figure 14 illustrates the aforementioned approach with the 
example of a single two-level molecule driven by an off-res­
onant CW radiation. The molecular transition frequency is set 
at 3 eV and the laser field drives the molecule at 2.85 eV. The 
intensity of the radiation produced by an oscillating pointwise 
dipole at steady state is proportional to the square of the dipole 
moment. The molecule is initially in the ground state and is 
driven by a low intensity incident field such that the population 
of the excited state is always small. The corresponding dynam­
ics is evaluated using Bloch equations for the density matrix. 
With the fluorescence present, the scattering of EM radiation is 
no longer elastic and for a given CW frequency there is a dis­
tribution of scattered frequencies. The total emission/scattering 
signal is thus evaluated as an integral over all scattered frequen­
cies, however it is informative to separate the signals due to 
spontaneous emission (50) and coherent radiation produced by 
off-diagonal elements of the density matrix. Figure 14 shows 
the linear dependence of the fluorescence on the pure dephasing 
rate at low dephasing. One can also see that the fluorescence 
becomes dominant when the dephasing becomes faster, exceed­
ing 10−2 eV for the present choice of parameters.

4.  Applications

The semiclassical theory described in previous sections inher­
ently takes into account all electromagnetically induced inter­
actions in an exciton-plasmon system, limited only by the 

classical description of the electromagnetic field and the mean 
field approximation for the molecular response. It can thus 
describe a vast body of various phenomena pertaining to the 
linear and nonlinear optical response of the many-molecule 
system interacting with plasmonic nanostructures, including 
collective effects. This section  discusses several intriguing 
applications of the theory to understand both linear and non­
linear optical properties of exciton-plasmon nanomaterials.

4.1.  Dipole induced electromagnetic transparency

Our first example is the problem of reflection/transmission/
absorption of low intensity radiation by a 1D layer comprised 
of interacting two-level molecules. In a series of papers Prasad 
and Glauber attempted analytically to describe the rich phys­
ics of this problem by proposing a new model called polarium 
[94–97]. The latter consists of interacting randomly oriented 
two-level emitters. It was shown that the system exhibits a 
set of multiple resonances near the molecular transition fre­
quency. The reflection was shown to have a flat plateau reach­
ing unity at high molecular concentration. The theoretical 
analysis, however, relied on a pure mathematical description 
with a little physical insight.

Later on the semiclassical theory based on Maxwell–Bloch 
equations  was used to re-visit the problem of scattering 
of EM radiation by thin molecular films [302]. The com­
plete theory in this paper, in addition to the Maxwell–Bloch 
equations, relied on somewhat artificial term included as a 
local field correction in Bloch equations, i.e. the so-called 
Lorentz–Lorenz (LL) correction [262]. Such a term allows 
one to work out a simple analytical model capable of explain­
ing the observed scattering in a straightforward manner. The 
LL correction remains however a controversial issue [303]. A 
simple counterargument is as follows. Focusing on the scat­
tering of EM radiation by a thin molecular film comprised of 
two-level emitters, it is obvious that at low molecular densities 
the transmission at normal incidence has a minimum at the 
molecular transition frequency, which is indeed observed in 
the Maxwell–Bloch simulation. Let us now assume that we 
keep increasing the spatial resolution when integrating the 
corresponding Maxwell–Bloch equations. At relatively low 
molecular densities the best spatial resolution we can have is 
such that each grid point is occupied by a single molecule 
inside the molecular layer. Since we solve Maxwell–Bloch 
equations exactly all electromagnetically induced interactions 
are included. Thus we conclude that the LL shift of the reso­
nance exhibited by the transmission should be observed with­
out artificially including the LL local field correction. Indeed, 
it was shown in [303] by directly including contributions from 
tens of millions of pointwise dipoles that there is no observed 
LL shift of the molecular resonance. (It should be noted how­
ever that an experimental evidence of the LL shift has been 
reported [304, 305].)

While the question of a proper microscopic theory that 
would correctly account for the LL shift remains open, we turn 
to the discussion of the main results reported in [302, 306].  
As noted above, the interpretation advanced in these paper 
relies on the LL shift. Here we note that numerical simulations 
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Figure 14.  Signal as a function of the pure dephasing rate. Black 
line shows the coherent signal, the fluorescence is shown as a red 
line, and the complete signal is shown as a blue line.
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based on direct integration of Maxwell–Bloch equations sup­
port the main findings of the [302, 306] without explicitly 
invoking such shift.

Figure 15 shows results of such simulations of the linear 
optical properties of thin molecular films. The reduced detun­
ing is defined as δ = 2

Γ (ω − Ω12). Panel (a) shows how the 
reflection spectrum for interacting two-level molecules varies 
with molecular concentration. The reflection becomes notice­
ably wider at high concentrations with the maximum shifting 
towards higher energies (very surprising result as one would 
expect to see the red shift predicted by the LL model). This 
is consistent with earlier results reported in [94, 95]. In con­
trast, the transmission spectra exhibit wide minima, suggest­
ing that the film becomes opaque. An elegant explanation of 
the obvious plateau exhibited by the reflection at high con­
centrations was proposed in [302]. We note that the real part 
of susceptibility is negative in the region of high reflection 
as seen in figure 15(b), which means that molecules oscillate 
out-of-phase with respect to the incident field. The medium is 
then characterized by a collective dipole excitation that can­
cels out transmission and enhances reflection over a very large 
window around the transition frequency much like conductive 
electrons in metal. This behavior dominates at high densities, 
where the dipoles coherently cooperate to prevent penetration 
of the incident radiation in the film. Resonant modes observed 
at a negative detuning are conventional Fabry-Pérot reso­
nances [306].

Completely different physical picture is observed when 
two-level molecules are replaced by emitters characterized by 

a V-type three levels. Figure 15(c) shows reflection spectra for 
interacting three-level molecules at different concentrations. 
The widening of the reflection window and blue shift of the 
resonance is still seen. However, the major difference from 
the previous example is a clear wide reflection minimum that 
appears at the energy somewhat between two molecular trans­
itions. The corresponding transmission (not shown) exhibits a 
maximum exactly at the minimum of the reflection. The sys­
tem thus displays the transmission window in otherwise nearly 
completely opaque frequency range. The material parameters 
such as transition dipoles for two molecular transitions, their 
frequencies, the thickness of the film, and molecular concen­
tration control the position of the transparency window.

In order to understand the physics behind this phenomenon 
it is informative to examine the absolute value of the suscepti­
bility as shown in figure 15(d). The susceptibility exhibits two 
resonances with different profiles. The low energy transition 
has a simple Lorentzian shape, while the high-energy trans­
ition shows up as a clear Fano resonance with a minimum 
located at the same frequency as the transparency resonance. 
This suggests that the interference between two dipole trans­
itions plays a key role in this effect. There is a frequency 
range where two molecular transitions overlap and the corre­
sponding contributions from the two types of dipoles add up 
in the macroscopic polarization of the medium. In addition, 
in this frequency range the two dipoles oscillate in oppo­
site directions (out of phase). This comes from the fact that 
one type of emitters is blue detuned while the other is red 
detuned, leading to opposite signs of their susceptibilities. 
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Figure 15.  Linear optical response of thin molecular films. Panels (a) and (c) show reflection spectra as functions of reduced detuning for 
films comprised of two-level molecules and three-level molecules, respectively. Corresponding susceptibilities are shown in panels (b) and 
(d). Vertical dashed lines indicate molecular transition frequencies.
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This transparency phenomenon is reminiscent of electro­
magnetically induced transparency (EIT) [307]. Compared to 
EIT, however, the strong coupling induced by the pump laser 
is replaced by strong dipole-dipole interactions. This effect is 
a linear phenomenon and does not require intense laser radia­
tion. By the analogy to EIT this effect was named Dipole-
Induced Electromagnetic Transparency (DIET). DIET results 
in slow light [306], although the group velocity estimated for 
interacting 85Rb atoms reaches as low as 10 m/s, which is rela­
tively high compared to EIT results.

DIET is highly robust to material parameters. We per­
formed 3D simulations specifically for this review in order 
to illustrate that DIET can be observed in exciton-plasmon 
systems. The system under consideration is a conventional 
periodic array of holes in a silver film. The geometri­
cal parameters are: periodicity is 320 nm, film thickness is 
200 nm, the hole diameter is 140 nm, and the molecular film 
thickness is 100 nm. The molecular is placed directly on top 
of the array at the incident side. The surface plasmon-polar­
iton resonance of the bare hole array is found to be 2.95 eV. 
The molecular transition energies are set at 2.95 eV (directly 
at the plasmon mode to achieve strong coupling) and at 
2.985 eV. At the molecular number density of 4  ×  1025 m−3 
a stand-alone molecular layer exhibits DIET as seen in fig­
ure 16 as a maximum in the transmission. The corresponding 
hybrid system comprised of the periodic array of holes and 
molecular layer clearly shows very same transmission reso­
nance located inside Rabi splitting. We note that due to strong 
coupling between the low energy molecular transition and the 
plasmonic mode there are two expected hybrid states seen in 
the transmission at 2.86 eV and 3.04 eV.

4.2.  Linear optics of excitonic clusters

We now turn to the discussion of linear optical properties of 
ensembles of interacting molecules in two and three dimen­
sions. Our goal is to establish general physical understanding 
of how such systems react to external optical excitation. Once 
equipped with such knowledge we shall discuss how these 

properties are altered when molecules are resonantly coupled 
to plasmonic systems.

As an example that illustrates how excitonic systems scat­
ter electromagnetic radiation we consider an ensemble of 
two-level molecules uniformly distributed in a subdiffraction 
volume in the form of a circle (two dimensions) and a sphere 
(three dimensions) [273]. Such a problem was first consid­
ered in a series of works by Prasad and Glauber [94–97], 
where the framework of polarium model (see section  4.1) 
was established. It was demonstrated that excitonic clusters 
might in principle exhibit a set of narrow resonances provided 
that the pure dephasing rate is negligibly small. Furthermore 
such resonances are always seen in the background of a wide 
mode, properties of which are attributed to the collective 
response of molecules to the incident field. Such a collective 
mode (Prasad and Glauber referred to this mode as a super­
radiant one) has unique characteristics that vary significantly 
with the molecular transition dipole and concentration. We 
note that such characteristics, which we shall discuss below, 
were recently experimentally verified [308]. It is also interest­
ing to note that the superradiant mode in excitonic systems 
is observed only in two- or three-dimensional geometries. 
Figure  17 shows results obtained for two- (panel (a)) and 
three-dimensional (panel (b)) clusters with a radius of 20 nm 
comprised of two-level molecules with a resonant energy of 
3 eV. The scattering intensity clearly exhibits two resonances. 
The first mode is a relatively weak response slightly below 
the molecular transition frequency. The second is a strong and 
broad peak at a higher frequency that moves to the blue at 
larger molecular concentrations. We note that the intensity of 
the high-frequency mode scales as a square of the molecu­
lar density, i.e. n2

M , suggesting a possible collective nature of 
this mode. It should be noted that this collective resonance 
is noticeably wider than the molecular transition resonance. 
Moreover, the result for increasing of the transition dipole, 
d12, is qualitatively similar to that obtained with increasing 
molecular density. It is seen that the latter results in a blueshift 
of the collective mode and in a redshift of the lower-frequency 
mode [273]. The former shows a quadratic dependence of the 
resonant frequency on the dipole moment.

It has been shown numerically [97, 273, 309] that the width 
of the cooperative emission mode and its resonant frequency 
scale as (SR below stands for superradiant as per [97, 273, 309])

ΓSR ∼ nMΓ,
ωSR ∼ nMd2

12.� (52)

The results based on direct numerical integration of Maxwell–
Bloch equations  follow the same dependence of the super­
radiant mode seen in figure  17 on the number density and 
the individual molecular decay rate. It is also informative to 
explore the spatial dependence of the electromagnetic intensity 
associated with two observed resonances. Figure 17(d) shows 
intensity distributions calculated using steady state solutions 
of Maxwell–Bloch equations at two frequencies. Clearly the 
electromagnetic intensity at the lower resonant frequency 
is mainly localized on the surface of the cluster exhibiting a 
dipole radiation pattern similar to the electromagnetic inten­
sity distributions seen at the plasmon resonance for a single 

Figure 16.  3D DIET in exciton-plasmon systems. Transmission for 
a stand-alone molecular film is shown as a black like. Transmission 
for the bare hole array is indicated as a red line. Transmission 
calculated for the exciton-plasmon system is shown as blue line.
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metal nanoparticle. In contrast, superradiant mode is uniformly 
distributed over the entire volume of the particle with all mol­
ecules coherently participating in the radiation process.

4.3.  Collective resonances in hybrid systems

Systems comprised of metallic nanostructured arrays are 
particularly attractive for interaction with molecular excited 
states, as the plasmonic resonances may be tuned by geometri­
cal factors (i.e. the periodicity of arrays) to exactly match the 
molecular frequencies. As was pointed out in previous sec­
tions, when the coupling strength between the local field driven 
by plasmon oscillations and molecules exceeds all damping 
rates of the system the strong coupling regime is achieved. 
The strong coupling manifests itself as avoided crossing of the 
original non-interacting modes. The newly formed polaritons 
are energetically separated by the Rabi splitting, which reflects 
the coupling strength. Various experiments and theoretical 
calculations of a different complexity (ranging from simple 
two coupled oscillator models [177] coupled to fully quantum 
calculations [160]) have been performed to describe such a 
phenomenon. Most of the experiments, however, have been 
performed at relatively low molecular concentrations, thus 
not capturing possible collective exciton resonances and their 
interaction with plasmonic modes.

It was recently demonstrated [273] that core–shell nano­
particles with a metallic core and a molecular shell resonant 
with the core localized plasmon mode may exhibit not two 
but three resonances depending on molecular density. The 
presence of the upper and lower polaritonic modes due to the 
hybridization of the plasmon mode and individual molecular 
resonance is, of course, expected. In addition to this obser­
vation the third mode seen at relatively high molecular con­
centrations is also observed in calculations [273, 310]. The 
physical nature of the third mode is related to the superradiant 
resonance discussed in the previous section since the mode’s 
width and scattering intensity depend on the density, trans­
ition dipole, and shell’s thickness similarly to the superradiant 
mode. Figure  18(a) explores the density dependence of the 
collective resonance in the system comprised of a silver core 
and a resonant molecular shell. The Rabi splitting is seen at 
low concentrations. At higher concentrations the Rabi split­
ting increases and the third resonance appears near the molec­
ular transition energy. Note that the position of the third mode 
shifts to higher energies with increasing molecular density as 
in the case of the superradiant mode seen in figure 17.

A similar collective exciton resonance has been discussed 
in the context of periodic nanostructured arrays of slits [192], 
where it was demonstrated that at high molecular concen­
trations the transmission exhibits a three-peaked structure 

Figure 17.  Scattering by two- and three-dimensional excitonic clusters. Panels (a) and (b) show scattering intensity as a function of the 
incident photon energy for 2D (a) and 3D (b) clusters at different densities: black line is for 2.5  ×  1025 m−3, red line is for 7  ×  1025 m−3,  
and blue line is for 1026 m−3. Panel (c) shows the energy of the superradiant mode for 2D (black line) and 3D (red line) clusters as a 
function of the molecular density. Panel (d) illustrates intensity distributions for the surface mode (left) calculated at the molecular 
transition energy 3 eV and the superradiant mode (right) at 3.07 eV.
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similar to the example of the core–shell particle. It was shown 
that when the in-plane k-vector varies and the plasmon reso­
nant energy sweeps through the molecular transition, avoided 
crossing for upper/lower polaritonic branches is observed. 
When the molecular density is high the third mode appear­
ing in the transmission spectra is nearly dispersionless sug­
gesting that indeed the third resonance is of collective nature 
mediated by the strong molecule-molecule interactions. The 
appearance of the collective mode in periodic systems leads 
to a large repulsion of the upper polariton and in some cases 
to enhanced transmission at specific frequencies. To provide 
a clear test of the collective nature of the third mode, calcul­
ations with molecule-molecule interaction artificially turned 
off were performed in [192]. No other changes were intro­
duced meaning that plasmon-molecule coupling was still pre­
sented. Technically this was accomplished by replacing the 
molecular layer with a single two-level system occupying the 
same volume as molecular layer in which the local electric 
was assumed to be spatially uniform, thereby eliminating any 

internal dipole coupling, while maintaining all other inter­
actions intact. The dipole-dipole interactions, which arise 
in the model based on Maxwell–Bloch equations  from the 
field-induced interactions between individual molecules, 
are therefore absent. It was clearly demonstrated that indeed 
when molecular dipole-dipole interactions were excluded, 
the value of the Rabi splitting was smaller and the third mode 
was not observed. Even at significantly higher molecular 
densities, when the Rabi splitting exceeded 200 meV, the 
third peak was absent. Figure 18(b) shows transmission spec­
tra for a periodic array of slits with a 20 nm thin molecular 
layer placed on the input side of the array. The Rabi split­
ting increases with increasing concentration and the third 
resonance is observed near the molecular transition energy. 
The energy of the collective mode increases with increasing 
concentration similar to the core–shell system. We note that 
indications for this mode were found in several early exper­
imental reports [110, 259], but its nature and origin have not 
been understood at the time.
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Figure 18.  Collective exciton resonances in hybrid systems. Panel (a) shows the scattering intensity as a function of the incident photon 
energy for a core–shell nanoparticle with a silver core of 20 nm in diameter and excitonic 10 nm thick shell. The black line shows the 
intensity scattered by the bare silver core; the red line represents the scattering by the core–shell particles with the density of molecules of 
8  ×  1024 m−3; green line is for the density of 2  ×  1025 m−3; the blue line is for the density of 6  ×  1025 m−3. The vertical dashed lines in all 
panels indicate the molecular transition energy. Panel (b) shows the transmission through the periodic array of slits in a silver film with a 
period of 300 nm, with a 20 nm thin layer of molecules deposited on top of the film. The black line shows the scattering from the bare slit 
array; red, green and blue lines are similar results obtained in the presence of molecular films for the molecular densities of 5  ×  1025 m−3,  
7  ×  1025 m−3and 2  ×  1026 m−3, respectively. Panel (c) shows transmission through the hybrid opal array with the period of 320 nm covered 
by a 20 nm thin layer of resonant molecules. The black line shows the transmission through the bare opal array and the red, green and 
blue lines are similar signals obtained with molecular layers of densities of 8  ×  1025 m−3, 2  ×  1026 m−3 and 4  ×  1026 m−3, respectively. 
Panel (d) shows the Rabi splitting for the opal array in (c) as a function of square root of the number density. The deviation form linear 
dependence (the dashed line) is evident.
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Recently, experiments were performed on plasmonic 
opal arrays with J-aggregates deposited on metal surface 
with the molecular density being a controllable parameter 
[311]. The idea is to manipulate strong coupling between the 
Bragg-plasmon mode [312] supported by an opal array and 
J-aggregates dispersed on the input side of the hybrid struc­
ture. The collective exciton resonance was experimentally 
observed for the first time in these experiments. The trans­
ition from conventional strong coupling regime exhibiting the 
usual upper and lower polaritonic branches to a more com­
plex regime was clearly demonstrated. The third nondisper­
sive mode was seen in reflection spectra, as the concentration 
of J-aggregates was increased. Rigorous numerical simula­
tions based on 3D coupled Maxwell-rate equations  qualita­
tively support these experimental results. Figure 18(c) shows 
transmission spectra for the opal array at different molecular 
concentrations. One can see the appearance of the collective 
resonance reminiscent of the third mode discussed for other 
geometries. Furthermore it is clear from figure 18(d) that the 
Rabi splitting deviates from the conventional 

√
nM  depend­

ence at high densities when the collective mode is seen in 
spectra.

A simple semiclassical analytical model explaining the 
physical features of the collective mode was proposed [311]. 
Let us consider N identical molecules interacting with one 
another and with the background surface plasmon-polariton 
field. The Hamiltonian of such a system reads

Ĥ =




ε12 C C . . . ∆
C ε12 C . . . ∆
C C ε12 . . . ∆
. . . . . . . . . . . . . . .
∆ ∆ ∆ . . . εSPP




,� (53)

where ε12 = �Ω12 is the molecular transition energy, εSPP is 
the energy of the corresponding plasmon mode, Δ is the mol­
ecule-plasmon coupling (deduced from the Rabi splitting), 
and C is the phenomenological constant describing the cou­
pling between molecules. This model assumes that molecules 
are interacting with one another with the same strength. This 
assumption approximately holds for small enough molecu­
lar clusters, and would neglect retardation effects if applied 
to the systems used in figure 18. Qualitatively, however, the 
proposed model predicts the correct behavior of the third 
resonance while if one needs to describe it quantitatively, 
the numerical integration of Maxwell–Bloch equations  is 
required.

The Hamiltonian (53) is easily diagonalized leading to the 
following set of eigenenergies

En = ε12 − C, n = 1, . . . , N − 2,

EN−1,N = (N−1)C+ε12+εSPP
2 ±

√
((N − 1)C + ε12 − εSPP)

2
+ 4N∆2,

� (54)
here the first root is (N − 2)-degenerate and the other two 
represent the upper and lower polaritonic branches although 
noticeably altered by molecule-molecule interactions. The 
Rabi splitting, ∆E, defined as the energy difference between 
these upper and lower polaritonic branches at the zero-detun­
ing condition (ε12 = εSPP) is

∆E =

√
(N − 1)2C2 + 4N∆2.� (55)

At low molecular concentrations, as the molecule-molecule 
interaction energy C is negligible, the Rabi splitting scales as √

N  as in the conventional model [108]. Moreover, the scaling 
of the Rabi splitting with respect to the molecular transition 
dipole is linear since the molecule-plasmon coupling constant 
Δ also scales linearly with the dipole. This model thus mimics 
the conventional model based on two coupled oscillators as a 
limiting case. Let us now examine the behavior of the Rabi 
splitting at high molecular concentrations. The scaling of the 
Rabi splitting with molecular density at high N is

∆E ≈ NC.� (56)

The clear deviation of the Rabi splitting from the expected √
N -dependence is observed. This has also been observed in 

numerical simulations performed for all systems discussed in 
figure 18.

It is of interest to determine how the coupling constant C 
scales with molecular parameters. This can be done by fitting 
the results (54)–(56) to those obtained by numerical simula­
tions, and such fitting was done by simulating systems with 
varying molecular transition dipole moment, d12, and molecu­
lar density at the resonant conditions corresponding to opal 
arrays, arrays of slits, and periodic arrays of holes (for both 
rectangular and honey-comb arrangements of holes). From all 
these simulations a nearly ideal quadratic dependence of the 
coupling C on the dipole moment was observed. Moreover, a 
clear linear scaling with the molecular density at intermedi­
ate densities was also seen. Using a simple argument for the 
mean inter-particle distance scaling with the number density 
〈R〉 ∼ 1/N1/3, we arrive at the following expression for the 
coupling constant C

C ∼ Nd2
12 ∼ d2

12

〈R〉3 .� (57)

The coupling constant evidently has the form of the potential 
energy of a dipole in the field of another identical dipole thus 
confirming earlier prediction [192] that the observed third 
mode corresponds to the collective exciton resonance. We 
note that the scaling of the collective mode with molecular 
concentration and the dipole moment is the same as in (52). 
Moreover this expression combined with (56) results in a clear 
quadratic dependence of the Rabi splitting on the molecular 
density. This model is independent from the geometry sug­
gesting that the results discussed here should be observed in 
other hybrid systems.

We note that the collective mode discussed in this sec­
tion  does not require a presence of the plasmon field. All 
attributes of the collective nature of this mode pointed out 
above such as quadratic dependence on the transition dipole 
were found in excitonic clusters as well [273]. One can argue 
that for a given molecular concentration higher exciton-plas­
mon coupling (i.e. higher values of the Rabi splitting) may in 
principle lead to an observation of the collective mode as long 
as the damping at the molecular transition energy is lower 
than the strength of molecule-molecule interaction.
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4.4.  Nonlinear molecular plasmonics

The presented semiclassical theory can also be applied to 
describe nonlinear optical phenomena since the molecular 
part of the theory has no restriction on how high the local elec­
tric field amplitude may be. We end this review by providing 
several representative examples of hybrid systems exposed to 
strong external laser radiation.

The way the pure dephasing is introduced in the theory 
is through simple damping terms in corresponding equa­
tions governing quantum dynamics. This corresponds to homo­
geneous broadening that implies irrecoverable loss of phase. 
It is also interesting to include inhomogeneous broadening in 
hybrid systems explicitly in order to investigate possible phase 
revivals, which can be harvested by photon echo spectroscopy 
methods [313]. To this end we consider a molecular aggre­
gate characterized by a distribution of level spacings having a 
central transition energy. Each molecule is detuned from this 
central energy by some amount due to inhomogeneous broad­
ening, which can result from conditions such as Doppler shift 
in individual gas molecules or variations in electric field from 
point to point in solids. Given such a distribution of molecu­
lar transition energies, each individual molecule oscillates at 

a frequency that is slightly different from the others after the 
system is pumped by a strong incident pulse. As a result, all of 
the molecules begin to oscillate in phase at first, but eventu­
ally they dephase within a characteristic inhomogeneous life­
time and, if left alone, never re-phase again resulting in free 
induction decay [282]. However, for times less than the natu­
ral lifetime of the molecule, each molecule is still oscillating. 
These oscillations are lost when including pure dephasing as a 
simple damping. One can in principle invert the dephasing pro­
cess by applying a second pump in the form of a π-pulse. The 
oscillations then all run in reverse, resulting in a subsequent 
rephasing. The ensemble of molecules exhibits a non-zero mac­
roscopic polarization once again eventually emitting radiation 
known as a photon echo signal as schematically illustrated in 
figure 19(a). This technique is widely used in chemistry and is 
referred to as photon echo spectroscopy [314]. Inhomogeneous 
effects due to variations in molecules’ surroundings cause each 
molecule to oscillate at a slightly different frequency than the 
others, and photon echo spectroscopy removes this effect. Any 
remaining dephasing cannot be reversed by the echo technique, 
and is revealed as diminished intensity of the echo [315]. For 
example, as the delay in applying the π-pulse increases, the 
natural lifetime of the emitters causes the amplitudes of their 

Figure 19.  Panel (a) schematically shows the dynamics of the two-pulse photon echo spectroscopy. Panel (b) shows the Husimi transform 
of the time signal of photon echo detected on the output side of the periodic slit array covered by a 20 nm thin resonant molecular layer. 
Panel (c) shows the ensemble average ground state population of molecules (black line) and the change in reflection (blue line) as functions 
of the time delay between the pump and the probe pulses. Panel (d) shows the instantaneous spatial distribution of the ground state 
population of molecules inside molecular layer placed on top of the slit array during strong laser pulse excitation.
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oscillations to decrease, resulting in an echo with lower inten­
sity. Thus a time and frequency structure of a detected photon 
echo contains important information about the probed sys­
tem. Additionally, the recovery of a time signal after dephas­
ing offers prospects for memory storage. In [316], the optical 
properties are copied to a spin system whose lifetime is much 
longer than that of the optical system thus extending the dura­
tion of the system’s memory.

Recently [317] the two-pulse photon echo spectroscopy 
was applied to hybrid systems. The semiclassical theory is 
expanded to include inhomogeneous broadening of molecules 
explicitly. When molecules placed in a close proximity to plas­
monic structures (such as periodic arrays of slits or nanopar­
ticles) and are resonant to a plasmonic mode a double-peaked 
time signal of photon echo is observed. The corresponding 
Husimi transformation (time-frequency map of a time signal 
[318]) is shown in figure 19(b). One can see that the time-fre­
quency map exhibits two frequencies between 140 and 190 fs. 
Upon careful examination it was found that such two frequen­
cies presented in the photon echo signals correspond to hybrid 
states of the system, i.e. upper and lower polaritons. It is inter­
esting to note that in all numerical experiments performed in 
[317] the frequency of the upper polariton was always domi­
nant in echo spectra as seen in the Husimi transformation 
of the time signal in figure 19(b). It was also shown that the 
unique signature of upper and lower polaritons in photon ech­
oes was highly sensitive to exciton-plasmon coupling making 
it a great tool for ultrafast optical probes of nanomaterials to 
further scrutinize fundamentals of light–matter interaction at 
the nanoscale.

The resonant pump-probe nonlinear spectroscopy applied 
to hybrid nanomaterials can reveal interesting features of the 
electromagnetic energy exchange between plasmons and exci­
tons [199, 283]. We apply the numerical procedure outlined in 
section 3 to obtain time resolved spectra modified by a strong 
optical pump driving the hybrid system comprised of the peri­
odic array of slits in a silver film covered by a 10 nm thin layer 
of resonant molecules. The pump pulse is 180 fs long and 
with the amplitude high enough to drive a single molecule 
through several Rabi cycles. The reflection is calculated at the 
upper polariton frequency as a function of the pump-probe 
delay. The change of the reflection with respect to its unper­
turbed value is shown in figure 19(c) along with the ensemble 
average population of the molecular ground state. There is a 
clear correspondence between the oscillations of the ground 
state population and the changes in reflection induced by the 
pump. (A similar correlation was found for changes in trans­
mission.) The observed oscillations in the transient spectra 
are due to quantum transitions between ground and excited 
states in individual molecules. It is also important to exam­
ine the role of dephasing in hybrid materials. This property 
is greatly affected by the inhomogeneous electric field due to 
SPPs, as is evident from figure 19(c). One of the causes of the 
fast decay of Rabi oscillations (in addition to pure decoher­
ence and relaxation caused by interaction with the metallic 
system, which is explicitly included in the model) is spatially 
dependent excitation of the molecular layer, resulting from the 
strong gradient of the electric field induced mainly by surface 

plasmons. Different parts of the molecular ensemble therefore 
experience different local fields. This effect in turn changes 
the plasmon dynamics, influencing not only the amplitude 
of Rabi oscillations but also the Rabi period. It should be 
noted that the molecular layer influences the near-field via the 
polarization current, which results in even faster dephasing. 
Simulations with a thicker molecular layer confirm the afore­
mentioned conclusion, i.e. the Rabi oscillations decay signifi­
cantly faster when a 10 nm thick molecular layer is replaced 
by a layer with a thickness of 50 nm [199].

It is informative to examine how molecules undergo Rabi 
cycling under the influence of a strong pump at different 
spatial locations near metal interface. As pointed out above, 
strong electromagnetic field gradients result in a highly inho­
mogeneous excitation of molecules. This is demonstrated in 
figure 19(d) where we plot a snap-shot of the spatial map of 
molecules in the ground state taken at the time corresponding 
to the maximum of the pump. A clear strong spatial variation 
of the ground-state population is seen. In fact, the variations 
of the ground state population are oscillations whose wave­
length varies somewhat over the region of molecules. One 
might surmise that the wavelength of these oscillations is on 
the order of that of the pump, but it is actually significantly 
smaller. The retardation effects are revealed to be the cause 
of the spatial modulations of the ground-state population: the 
temporal oscillations of the ground state probability are simi­
lar between adjacent spatial points, but slightly shifted [319]. 
Hence at a given time, adjacent points have slightly different 
values of ground state probability. For larger pump amplitude, 
each molecule will undergo Rabi flopping more rapidly in 
time. Thus a given phase shift between adjacent locations will 
lead to a larger shift in the ground state population between 
those two locations. For a slower group velocity, the pump 
takes longer to reach an adjacent point, causing the temporal 
oscillations between two adjacent points to acquire a larger 
phase difference. The very reason for such spatial variations 
in the ground state population is the strong coupling between 
molecules and the corresponding plasmon mode resulting in a 
small group velocity.

5.  Summary and outlook

Exciton-plasmon interaction and the laboratory observation of 
its consequences have attracted much attention in recent years. 
In this account we have briefly reviewed the main observations 
in which this coupling is expressed, described models for its 
description and presented the state of the art methodology 
for numerical simulations of its manifestations in key exper­
imental observations. At the same time, we have emphasized 
the common origin of many of the observed phenomena and 
similar observations in other settings. This common origin is 
exemplified by the typical characteristics of ‘strong coupling’ 
phenomena, whose manifestations as an avoided cross­
ing between free exciton and free plasmon dispersion lines 
is qualitatively similar to many other phenomena including 
plasmon hybridization. Another example is provided by the 
similarity between exciton-plasmon coupling and coupling of 
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molecular excitations to electromagnetic cavity modes. While 
these similarities are evident, it is important to keep in mind 
important practical differences. Even though avoided crossing 
is pervasive in many quantum and classical systems, its obser­
vation in exciton-plasmon systems is facilitated by the fact 
that many experimental setups make it possible to control the 
relevant excitation energy by exploring the frequency-wave­
vector dispersion properties. Furthermore, the appearance of 
strong coupling effects between collective modes of a many-
body system is not to be taken for granted and limits to their 
observation must depend on coherence destroying processes. 
The study of this balance and its manifestations in different 
systems is still ahead of us. Also ahead of us, both on the 
experimental and theoretical-computational fronts, is the 
exploration of the vast modes of behaviors that may be associ­
ated with the nonlinear response of such systems.

The systems involved in these studies are quite complex, 
and while simple models have been useful for qualitative 
understanding, their detailed investigations require numerical 
simulations. We have described the state of the art of these 
simulations and provided sample codes for interested read­
ers to explore and utilize. In their simplest form, simulations 
consider the optical response of inhomogeneous dielectric 
systems, with the most common tool being numerical solv­
ers based on FDTD method to integrate the corresponding 
Maxwell equations. We have described in detail a more 
advanced approach based on coupled Liouville-Maxwell 
equations, where the radiation field and its propagation in 
the metallic domains of the system are described as before 
by the Maxwell equations applied to the given inhomogene­
ous medium in which the molecular oscillating dipoles appear 
as source currents, while the molecular response is described 
by Liouville-Bloch equations  that account for the quantum 
evolution of the molecular sub-system under the effects of 
the local electromagnetic field. This level of description can 
account for dephasing effects in and nonlinear response of 
the molecular subsystem, while still provide the versatility 
needed to treat realistic systems of different sizes and shapes.

Looking back, even in just the last decade the field has 
made an enormous progress in both experimental and numer­
ical methodologies as well as in the discovery of new modes of 
behaviors of these interesting systems. Much can be achieved 
by further studying such systems on this level of sophistica­
tion, in particular in exploring their nonlinear response behavior 
and transient response phenomena. With respect to the latter 
we note that while avoided crossing of exciton and plasmon 
dispersion peaks is now often observed in such systems, its tem­
poral counterpart, the observation of Rabi oscillations, has been 
demonstrating only once. Clearly, a better time resolution and/
or better control on the preparation of the initially excited state 
is needed for such observations, and numerical simulations can 
play an important role in establishing the needed conditions.

Focusing on the numerical methodology, several direc­
tions for needed developments are evident. First and fore­
most is the classical description of the radiation field. While 
much can be achieved in a classical description it is obvious 
that purely classical description cannot account for the often 
observed system response at radiation wavelengths different 

from the incident field14. Obviously, a full quantum descrip­
tion of the radiation field is not practical (except in cavities 
that support one or just a few modes), however some of the 
relevant quantum consequences can perhaps be accounted for 
(see equation (19) and the associated discussion).

Another issue that requires further study is the use of the 
mean field approximation (see equations  (30)–(32)) for the 
molecular response in our numerical modeling. Although 
numerical results based on this approximation do show coher­
ent response, it is not clear at present how much is lost with 
respect to the description of coherent response by using this 
approximation. For example, it is known that excitonic energy 
transport can change its nature from coherent to diffusive due 
to thermal and disorder effects. It is certainly of interest to 
study this transition in the presence of coupling to a plasmonic 
interface, however it is not evident whether such a study can 
be done on the mean field level.

Finally, the optical response of metal-molecule interfaces 
often involves, in addition to collective molecular and metal 
excitations, also electron transfer between these subsystems. 
Indeed, the consequence of this type of charge transfer phe­
nomena following optical excitation of such interfaces has 
become a subject of intense recent studies. The numerical 
description of such phenomena is obviously beyond the capa­
bilities of the presently available numerical methodologies. It 
will be interesting to explore the possibility to apply method­
ologies based on the semiconductor Bloch equations  (SBE) 
[320, 321] for such problems. We note that merging SBE with 
FDTD has been recently reported for 1D case of a semicon­
ductor quantum well [322]. For recent advances in semicon­
ductor-plasmon materials see [323].

The study of coupled exciton-plasmon systems has come 
a long way in recent years. With a host of open issues, inter­
esting observations and the promise of technological applica­
tions we expect it to remain active and fruitful for a substantial 
time.
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