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A theory is developed to describe the coupled transport of energy and charge in networks of electron donor-
acceptor sites which are seated in a thermally heterogeneous environment, where the transfer kinetics are
dominated by Marcus-type hopping rates. It is found that the coupling of heat and charge transfer in such
systems gives rise to exotic transport phenomena which are absent in thermally homogeneous systems and
cannot be described by standard thermoelectric relations. Specifically, the directionality and extent of thermal
transistor amplification and cyclical electronic currents in a given network can be controlled by tuning the
underlying temperature gradient in the system. The application of these findings toward the optimal control of
multithermal currents is illustrated on a paradigmatic nanostructure.
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The coupling between electron transfer (ET) and transport
and the underlying thermal environment is a long-studied
subject [1]. Its manifestations in recent studies of transport in
molecular junctions mostly focus on the weak electron-
phonon coupling regime. Similarly, thermoelectric phenom-
ena in such junctions [2], where molecules connect between
electrodes of different temperatures, are usually treated (with
a few exceptions, e.g., Refs. [3–12]) with the electron-
vibration interaction disregarded. This stands in contrast
to electron transfer reactions in condensedmolecular systems
that are usually dominated by hopping between thermally
equilibrated polaronlike states as described byMarcus theory
[13–16] (analogous kinetics in junction transport is known,
mostly in so-called redox molecular junctions [17,18]).
We have recently considered the latter type of electronic
transport in thermally heterogeneous systems, where an
electron hops between two sites of different local temper-
atures [19]. This study was motivated by recent advances in
the measurement and control of temperature differences on
length scales comparable to those involved in molecular
electron transfer processes [20–25]. The corresponding ET
rate was obtained as a modified multidimensional Marcus
expression that depends on the local temperatures of the
two sites. Furthermore, electron hopping was shown to be
accompanied by heat transfer between the sites whose
magnitude depends on the temperature difference and on
the reorganization (polaron formation) energies at the
two sites.
Thermal inhomogeneity can develop spontaneously in

driven nonequilibrium systems [26–30] or can be externally
controlled as in a thermoelectric device. Considering such
models, several recent theoretical studies have discovered
interesting thermal transistor effects, whereupon the flux
between two sites can be controlled by the temperature on a
third site [31–33].

In this Letter, we develop a theory to describe ET in
complex networks of donor-acceptor sites, where each site is
associated with normal modes that are in contact with an
independent heat bath at the local site temperature. This is an
idealization of the standard phenomenology of molecular
electron transfer where the electronic processes is most
strongly coupled to vibrations that are localized on the donor
and acceptor sites. In the limit of strong electron-phonon
coupling, electron transport is dominated by hopping-type
events, and the Marcus theory gives the conceptual basis,
and sometimes quantitative understanding, of ET reactions
[13–16]. The multithermal nature of the examined systems
arises because the donor and acceptor sites can be at different
temperatures. Purely vibrational heat transfer between sites is
disregarded for simplicity, so in what follows we focus on
electron transfer and the associated heat transfer [19,34]. The
development of complex network theory [35] has signifi-
cantly increased our understanding of the flow of charge,
energy, and information in diverse types of systems [36–45],
and the present study makes it possible to consider electron
and heat transport within such a framework and to study the
consequence of their interdependence.
The donor-acceptor networks we consider consist of S

sites, where each site s, which has local temperature Ts, is
associated with Ns harmonic modes that are equilibrated
with the thermal environment about that site. Specifically,
we consider transitions between electronic states for which
an excess electron is localized on different sites of this
network. In the Marcus picture [13] of ET, the localized
occupation of electron density associated with electronic
state a of the network is described by the energy surface

Eaðx1;…; xNÞ ¼ Eð0Þ
a þ

XS
s

X
j∈MðsÞ

1

2
kj
�
xj − λðaÞj

�
2
; ð1Þ
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where Eð0Þ
a is an electronic energy origin of state a, xj is the

coordinate of the jth vibrational mode, and λðaÞj is a shift in

the equilibrium position of the jth mode. Both Eð0Þ
a and λðaÞj

are measured relative to some reference state for which Eð0Þ
ref

and λðrefÞj vanish (properties of this state do not affect the
final results). The total number of modes in the system is
denoted by N ¼ P

S
s Ns, and the group of Ns modes

associated with the sth site is denoted MðsÞ. In a likely

special case, λðaÞj ¼ 0 unless mode j is localized about the
site on which the electron is placed in state a (that is, unless
j ∈ MðsÞ and a is the electronic state that corresponds to
the electron occupying site s). However, the form (1) can
represent more general situations where the modes local-
ized about site s respond to the electronic occupation on
a different site. A transition between states a and b is
associated with a reorganization energy (assumed temper-

ature independent) in the jth mode, Eða;bÞ
Rj , and a total

reorganization energy Eða;bÞ
R , which are given by

Eða;bÞ
Rj ¼ 1

2
kj
�
λðaÞj −λðbÞj

�
2
and Eða;bÞ

R ¼
XN
j

Eða;bÞ
Rj : ð2Þ

The shifts λ, and hence the reorganization energies,
depend on the intersite distances and therefore the topology
of the underlying connectivity network. Shown in Fig. 1 are
representative topologies for three typical connectivities:
ring R, linear L, and complete K. Associated with each
network is an adjacency matrix A where Aab ¼ 1 if sites a
and b are connected (and thus the electron can tunnel
between sites) and is zero otherwise [35]. The topology
of A determines which modes are responsive to electron

localization on a particular site. We next show that temper-
ature differences between sites give rise to emergent and
sometimes exotic thermal and electronic transport properties.
The electron transfer rate between any two sites in the

network and the heat transfer rate between the thermal
baths involved in this transition can be derived by adopting
the formalism put forth in Ref. [19] for bithermal electron
hopping between two sites. “Involved bath” implies that
the harmonic modes that are thermalized by this bath are
sensitive to the electronic population of at least one of the
sites. Under standard transition state theory assumptions,
the rate of the a → b≡ a; b transition can be expressed as

ka;b ¼
1

2
hT a;b _x⊥iPa;b; ð3Þ

where T a;b is the tunneling probability between states, Pa;b

is the probability density about a transition surface (TS)
separating the states, both evaluated on the Ea surface, and
_x⊥ is the velocity in the direction normal to the TS [46,47].
The normal velocity _x⊥ ¼ _x · û⊥ðxÞ, where û⊥ðxÞ is a unit
vector normal to the TS at position x on this hypersurface.
The factor hT a;b _x⊥i is a (multi)thermal average that depends
on the temperature of each bath involved in the transition.
The TS is determined by the requirement that a transition can
take place only at nuclear configurations where electronic
energy is conserved. For the N-dimensional paraboloid
energy surface defined by (1), the TS separating states is
an (N − 1)-dimensional transition state hypersurface which
is the locus of mode configurations where Ea ¼ Eb, defined
by gcðx1;…; xNÞ ¼ Ebðx1;…; xNÞ − Eaðx1;…; xNÞ.
In the adiabatic limit of the Marcus rate theory, T a;b ¼ 1,

and the preexponential factor is proportional to h_x⊥i [48].
In the nonadiabatic limit [49], T a;b can be approximated by
the corresponding limit of the Landau-Zener expression
[15,50,51] which is evaluated in the direction normal to the
TS [52]. In this limit, T a;b ∝ 1=_x⊥, and the expectation
value hT a;b _x⊥i does not depend on the normal velocity
[53]. For the a → b transition, the multithermal probability
to be on the TS is

Pa;b ¼
Z
RN

j∇gcjδ(gcðx1;…; xNÞ)

×
YS
s

Y
j∈MðsÞ

exp

�
−βs

kj
2

�
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�
2
�
dxj

= Z
RN

YS
s

Y
j∈MðsÞ

exp

�
−βs

kj
2

�
xj − λðaÞj

�
2
�
dxj; ð4Þ

where βs ¼ 1=kBTs with kB being the Boltzmann constant.
The δ function in (4) constrains the integration over the
vibrational subspace in which Ea ¼ Eb, and the gradient

magnitude j∇gcj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

N
j 2kjE

ða;bÞ
Rj

q
gives a precise defi-

nition to this constraint [54,55]. Evaluating the integrals in
Eq. (4), we obtain

FIG. 1. Network graphs forR, L, and K topologies. Each node
represents a donor-acceptor site. As shown explicitly in the R
graph, each site is in contact with an independent thermal bath.
The center panel shows a schematic of the energy surfaces Ea
(solid curve) and Eb (dashed curve) andQobt andQrel for the state
transition a → b.
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Pa;b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
j

kjE
ða;bÞ
Rj = 2πkB XS

s

Ts

X
j∈MðsÞ

Eða;bÞ
Rj

vuut

× exp

�
−
�
Eba þ Eða;bÞ

R

�
2= 4kB XS

s

Ts

X
j∈MðsÞ

Eða;bÞ
Rj

�
;

ð5Þ
which expresses the probability density on the reaction path
in terms of the temperature of each bath, and the reorgani-

zation energy and reaction free energy Eba ¼ −Eab ¼
Eð0Þ
b − Eð0Þ

a of the respective transition. In the uniform
temperature limit, combining Eqs. (3) and (5) recovers
the Marcus rate [13–16].
With the multidimensional-multithermal transition rate

ka;b now derived, the kinetic equations for the occupation
probability P of each state can be constructed. For a
reaction network (see Fig. 1) with adjacency matrix A,
these equations take the form

dPa

dt
¼

X
b

Abakb;aPbðtÞ − Aabka;bPaðtÞ ð6Þ

for each state a. At steady state, dPa=dt ¼ 0∀ a, which
implies that the net electronic flux between sites vanishes.
Next consider the heat transfer associated with a given

electron transfer step [19,56]. In Marcus theory, the
nuclear motion leading to the a → b transition proceeds
through a point xTS on the TS, and the corresponding heat
transferred into a specific bath during the transition is

Qða;bÞðxTSÞ ¼ −QðaÞ
obtðxTSÞ þQðbÞ

rel ðxTSÞ, where the first term
is the heat obtained from the bath during the ascent to xTS on
the Ea surface and the second term is the heat released to the
bath during the descent to equilibrium on the Eb surface (see
Fig. 1). Using the energy surfaces of Eq. (1), the contribution
of mode j to the net heat exchange with the bath associated
with it during the a → b transition is given by

Qða;bÞ
j ¼ −

1

2
kj
h
xTSj − λðaÞj

i
2 þ 1

2
kj
h
xTSj − λðbÞj

i
2
: ð7Þ

This quantity should be averaged over the probability to
reach the particular configuration on the TS when coming
from the a side:D

Qða;bÞ
j

E
¼

Z
RN

Qða;bÞ
j P‡

a;bðx1;…; xNÞdx1…dxN; ð8Þ
where P‡

a;b is the probability density on the TS when the
system is in state a [48]:

P‡
a;b¼δðgcÞ
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Evaluating the expectation integral gives

D
Qða;bÞ

j

E
¼

Eða;bÞ
Rj

�
EabTj þ

P
N
k≠j E

ða;bÞ
Rk ðTk − TjÞ

�
P

N
k TkE

ða;bÞ
Rk

; ð10Þ

where Tj ¼Ts if j∈MðsÞ. The total heat transferred to the
thermal environment of site s during thea→b transition is the
sum of contributions over all modes associated with that site:

D
Qða;bÞ

s

E

¼
P

j∈MðsÞEða;bÞ
Rj

�
EabTsþ

P
S
q≠s

P
k∈MðqÞEða;bÞ

Rk ðTq−TsÞ
�

P
S
qTq

P
k∈MðqÞEða;bÞ

Rk

:

ð11Þ

Here, the term proportional toEab expresses the heat released
to or taken from the baths from the free energy difference
between these electronic states, while the termproportional to
ðTq − TsÞ is the actual heat transfer between baths q and s
associated with the a → b transition.
The heat current into the thermal environment of site s is

dQs

dt
¼

X
a;b

Aabka;bPaðtÞ
D
Qða;bÞ

s

E
: ð12Þ

Note that, while PaðtÞ ≥ 0∀ t, the expectation value of

Qða;bÞ
s and the heat current _Qs can be either positive or

negative, implying that the corresponding bath absorbs
or releases energy, respectively. In unithermal systems at
steady state, the heat currents vanish ( _Qs ¼ 0∀ s), while in
contrast, for multithermal systems, hQsi ≠ 0 and thus
_Qs ≠ 0. Note that, even as the occupation probabilities
approach electronic quasiequilibrium where the net elec-
tronic currents are zero, the net flow of heat between sites
does not vanish. This phenomenon is not a standard
thermoelectric effect and reveals a novel pathway for
energy transport in multithermal charge transfer networks.
Another interesting behavior that is observed in multi-

thermal networks with closed loops is the persistence of
steady-state net electronic bond currents J a;b − J b;a ¼
ka;bPa − kb;aPb, i.e., the breaking of detailed balance,
and the formation of cyclical current loops that obviously

FIG. 2. Network graph for a three-site ring (R3) network.
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vanish in full equilibrium where detailed balance is main-
tained. An example is seen in the three-site ring (R3) shown
in Fig. 2. We emphasize this simple system because of its
experimental realizability and its general applications in
molecular electronics and devices [33,57,58], but note that
other more complex networks can also be analyzed using the
developed theory [59]. In a multithermal R3 network, the
direction and magnitude of the cyclic flux J c ¼ J 1;2 −
J 2;1 ¼ J 2;3 − J 3;2 ¼ J 3;1 − J 1;3 can be altered by tuning
the temperature T3. This is illustrated in Fig. 3(a), where the
donor-acceptor sites 1 and 2 are at the same temperature
while variation of the temperature on another site, T3,
determines the direction and magnitude of the cyclical
current. We find that this thermally induced current persists,

except in the case that the electronic occupation energyEð0Þ
a is

the same for all sites involved in the cycle. Note that, at the
unithermal point in Figs. 3(a) and 3(b), J a;b ¼ J b;a for
every connection, soJ c ¼ 0. This is simply a statement that
with no temperature gradient there is no heat current or cyclic
electron flux. Similar trends are also observed in Figs. 3(c)
and 3(d) for networks where the local temperature of each
site is different. By comparing the temperatures at which
J c ¼ 0 in Fig. 3(c) with the heat currents at the same
temperature in Fig. 3(d), it can be seen that even when the
electron flux vanishes there is still a net heat flow between

baths. At full equilibrium, which is achieved in the uniform
temperature limit, all electronic and heat fluxes vanish.
The theory of coupled electron andheat transfer developed

in this Letter can also be applied to elucidate the electronic
contribution to transport phenomena in thermal transistors
[31–33],which are recently studiedmodel devices that canbe
used to control and amplify heat flow. Following Ref. [31],
we quantify the magnitude of amplification in thermal
transistors by the factor αs ¼ ∂ _Qs=∂ _Q3∶s ∈ f1; 2g, which
measures the effect of pumping heat into site 3 on the heat
current between sites 1 and 2. If jαsj > 1, a transistor effect is
present. In the three-site R3 system, variation of the heat
current _Q3 by an alteration of T3 can give rise to significant
amplifications, as shown in Fig. 4(a). The reason for the
electrothermal transistor effect is shown in Fig. 4(b), where
∂ _Q3=∂T3 → 0 at T3 ≈ 0.4 while j∂ _Qs=∂T3j ≫ ∂ _Q3=∂T3

for s ∈ f1; 2g as this limit is approached. This alignswith the
region of amplification shown in Fig. 4(a).
We have shown that, in nanoscale systems where

localized modes are in contact with environments at
different temperatures, complex nonlinearities in the ther-
mal gradient can induce currents which are characterized
by multiple temperatures. A theory has been developed to
unify the description of heat and charge transfer in these
systems with multithermal temperature gradients between
donor-acceptor states. This work provides a bridge con-
necting theories of electron transfer, heat transport, and
thermoelectricity in systems where electron transport is
dominated by intersite hopping and will be useful in the

(a) (c)

(b) (d)

FIG. 3. Cyclic flux J c (top) and heat current dQ1=dt (bottom)
in the nonadiabatic limit as functions of T3 for a three-site R3

network. Each curve corresponds to the respective value of Eð0Þ
3

marked in the legend. In each panel, Eð0Þ
1 ¼ −4, Eð0Þ

2 ¼ 0, and
T2 ¼ 3=2 with (a),(b) T1 ¼ 3=2 and (c),(d) T1 ¼ 3=4. The
circular markers denote unithermal points. All reorganization
energies are ERj ¼ 1=2 for each mode involved in a particular
transition and zero otherwise. All quantities are shown in reduced
units [53,60].

(a)

(b)

FIG. 4. (a) Amplification factor α and (b) heat current deriv-
atives ∂ _Qs=∂T3 as functions of T3 for a multithermal R3 system
with T1 ¼ 3=4, T2 ¼ 3=2, and ERj ¼ 1=2∀ j over each state

transition. In both panels, Eð0Þ
1 ¼ −4 and Eð0Þ

2 ¼ Eð0Þ
3 ¼ 0.
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design of electronic and thermoelectric devices that operate
in this limit.
In regimes where the magnitude of heat conduction due

to electron transport dominates over the magnitude of
conduction from phonons, the developed theory will be
directly applicable. Otherwise, a complete picture of the
conduction process will require a theory that considers
both electrothermal and phononic heat transport and their
coupling. The examination of thermopower, efficiency,
and their relation to electrothermal transport in molecular
junctions (and other complex donor-acceptor networks
with molecule-metal and molecule-semiconductor interfa-
ces) in the phonon-assisted hopping limit of electronic
transport is a potential application of the present theory
[56,61,62]. Generalizations that go beyond the semiclass-
ical Marcus treatment are obviously needed and will be
taken on in future work.
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