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The performance of nano-scale energy conversion devices is studied in the framework of state-space
models where a device is described by a graph comprising states and transitions between them repre-
sented by nodes and links, respectively. Particular segments of this network represent input (driving)
and output processes whose properly chosen flux ratio provides the energy conversion efficiency.
Simple cyclical graphs yield Carnot efficiency for the maximum conversion yield. We give general
proof that opening a link that separate between the two driving segments always leads to reduced
efficiency. We illustrate these general result with simple models of a thermoelectric nanodevice
and an organic photovoltaic cell. In the latter an intersecting link of the above type corresponds to
non-radiative carriers recombination and the reduced maximum efficiency is manifested as a smaller
open-circuit voltage. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4955160]

I. INTRODUCTION

Modeling of molecular scale engines such as photovoltaic
cells, thermoelectric devices, light emitting diods and
biological machines is often done in terms of a state-
space description.1 In such state-space models the processes
underlying the device operation are described as transitions
between microscopic system states, leading to the engine
description in terms of a graph comprising nodes (=states)
connected by bonds that represent transitions between them.
On this network, the time evolution is determined by the rates
associated with each bonds and fluxes associated with the non-
equilibrium dynamics flow along interconnected linear and
cyclical paths. Particular segments of this network represent
the input (driving) and output (motion against load)2 processes,
where the corresponding rates deviate from restrictions
imposed by equilibrium thermodynamics, thus maintaining
the system in a non-equilibrium state. Such models usually
constitute coarse grained descriptions of underlying detailed
microscopic processes3 that serve to simplify the theoretical
and numerical analyses while maintaining focus on the
significant parameters and time scales associated with the
process under study. Similar models are often used to
describe and analyze biochemical networks4–6 and stochastic
pumps.7

From the fundamental point of view, state-space models
of nanoscale energy conversion devices are open systems that
interact with an environment such that the energy and the
number of particles can all vary subject to the constraints
that their averaged values are fixed. To gain useful work by
harvesting energy from fluctuating environments is the major
challenge in the field of nanothermodynamics. To this end, a
nanomachine should work against a load tending to reduce
the current generated by driving force. The performance
of such nanodevices strongly depends on the amount of

a)Electronic mail: meinax@al.tau.ac.il

energy and matter transferred across the boundary between
the system’s region and the environment. A thermodynamic
analysis of nanoscale devices have found increasing attention
in the scientific community.8–13 It should be noted that without
any driving and load we arrive at the standard equilibrium
statistical mechanics of an open system.

Much progress has been made in the past understanding
the efficiency and the efficiency at maximum power of
state-space models of nanomachines.14–21 Under finite power
operation, the standard thermodynamic consideration of
the entropy production in such systems is one way to
describe the performance of energy-converting devices.
Another quite illuminating concept is given by an elegant
network representation22 of the underlying master equation
that allows one to decompose the stationary dynamics as
cycles. In a seminal work, Seifert23 showed that the efficiency
at maximum power of autonomous (that is, steady state)
nanomachines working under isothermal conditions can be
studied within such cycle analysis framework. One main
result of this work is that strongly coupled24 multicycle
machines obey the same relations for efficiency and efficiency
at maximum power as unicyclic machines, while weakly
coupled multicyclic machines found to be less efficient and
their efficiency at maximum power is less universal even
in the linear response regime. The present work extends
some of these considerations to non-isothermal models
needed for the analysis of molecular scale heat engines and
reaches equivalent conclusions. Our analysis is done using,
following Schnakenberg,22 a convenient graph representation
that relates the multi-cycle structure and its weak/strong
coupling character to the graph topology.

Our goal here is to study the effect of intersecting
pathways on the performance of nanoscale energy conversion
devices that are simplistically described by a single cycle
in state space. We give a general proof that opening
a link that separate between the two driving segments
(which are hence “weakly coupled”) always leads to reduced

0021-9606/2016/145(1)/014108/8/$30.00 145, 014108-1 Published by AIP Publishing.
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stopping (open circuit) and efficiency in autonomous non-
isothermal nanomachines in contact with different heat
reservoirs. To connect with realistic situation we point out
that in applications to photoelectric devices such intersecting
pathways correspond to carrier recombination. In addition, we
discuss stopping condition for thermoelectric energy harvester
as a further example.

II. MODELING DETAILS

Our discussion is based on the assumption that a suitable
state space model can be constructed for the process of interest.
Specifically, we require that (a) a coarse-grained description
of the energy conversion processes in terms of system states
and corresponding transition rates can be constructed, and
(b) the input (driving) and output (flux against load) can be
described in terms of transitions between these states. Thus,
the starting point is a representation of the system dynamics
by a kinetics scheme comprising systems states connected by
(assumed known) rates, similar in spirit to transport theories
based on lattice gas approaches25–29 that find applications in
other contexts, e.g., use of a master equation approach to
analyze cell dynamics.30–33 In the graph theory approach this
kinetic scheme is represented by a graph that comprises nodes
(corresponding to states) and edges (representing transitions
between states), on which fluxes associated with the non-
equilibrium dynamics flow along interconnected linear and
cyclical paths. In this scheme, the observed macroscopic
currents (average currents of macroscopic variables) through

the systems, are linked through their circular counterparts
to the microscopic transitions between individual states.
Examples are shown in Fig. 1 that depicts single cycle models
(henceforth referred to as model SC) for a photovoltaic cell
[Figs. 1(a)-1(c)] or a thermoelectric device [Figs. 1(d) and
1(e)], both comprising N states that represent a charge carrier
occupying different sites in the system and one state (denoted
0) in which the charge carrier is absent. Transition rates
between system states j = 0,1, . . . ,N are determined by state
energies E j, the bias voltage V , and the local temperatures.
The different rates satisfy detailed balance conditions,

k j+1, j

k j, j+1
= e−β(E j+1−E j) (1)

(ki, j is the rate coefficient for the j → i transition) for all
j, j + 1 except at the driving and load segments. For the
photovoltaic model the rates at the latter segments satisfy

ks+1,s

ks,s+1
= e−βS(Es+1−Es) (red segment) (2)

k1,0

k0,1
= e−β(E1−µL),

kN,0

k0,N
= e−β(EN−µR) (blue segment).

(3)

In the thermoelectric case the rates at the blue-red segment
satisfy

k1,0

k0,1
= e−βL(E1−µL),

kN,0

k0,N
= e−βR(EN−µR) (blue-red segment).

(4)

FIG. 1. (a) A simple graph (model SC) representing an ideal (no non-radiative losses) photovoltaic cell. The system is driven away from equilibrium by the
processes that deposited at the red and blue segments. (b) Dynamics at the red segment: States s and s+1 are ground and excited states of a dye molecule and
transition between them is driven by the “sun temperature” TS. (c) Dynamics at the blue segment. The transitions 0
 1 and 0
 N represent changes in the
number of electrons on the molecule due to its coupling to the left and right electrodes, respectively. Non-equilibrium is imposed by the different temperatures
T ,TS and by the voltage difference V = µR− µL between the two electrodes (the electron charge e is set to 1 here and below). (d) Model SC for a simple
thermoelectric device. Here the driving and load processes are positions at the same part of the cycle—between states (1,0) and (0,N ) that are characterized by
different chemical potentials as well as different local temperatures (see panel (e).
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Here, β = (kBT)−1, βK = (kBTK)−1, and K = S,L,R. The cycle
affinity A is defined by22

A = − lnK , (5)

where K is the ratio between products of forward and
backward rates

K =
k0,NkN,N−1 · · · k2,1k1,0

kN,0kN−1,N · · · k1,2k0,1
. (6)

In the photovoltaic example, the stopping (open-circuit, OC)
voltage is determined by the condition that the drivings
associated with the voltage V and with the difference
between T and TS balance each other so that the steady
state current through the system vanishes. In this case,
the cycle affinity vanishes,34 namely, K = 1. Denoting the
corresponding voltage µR − µL by VOC and using Eqs. (1)-(3)
this leads to

VOC

∆E
= 1 − Tlow

Thigh
= 1 − T

TS
≡ ηC, (7)

with Tlow = T and Thigh = TS, and ∆E = Es+1 − Es. The l.h.s
is limJ→0 η(J), where η(J) = V (J)/∆E is the thermodynamic
(“internal”) efficiency of the device and J is the steady state
current (same through all links). Equation (7) thus yields the
Carnot expression ηC for the efficiency in the zero power limit.
It also highlights the OC voltage as an important attribute in the
quest to understand cell performance.35–38 A similar result is
obtained for the zero power limit of the thermoelectric device
depicted in Figs. 1(d) and 1(e), provided that the ambient
temperature T is taken the same as either TL or TR.39,40 (The
more general case whereT , TL, TR so that the system is driven
by two temperature differences can be analyzed using the same
kinetic framework, see Sec. IV for details.) Returning to the
photovoltaic case, in Ref. 41 we have derived two important
generalizations of this result: First, if the transition s 
 s + 1
results from the combinations of radiative and non-radiative
processes whose forward/backward ratios are determined by
temperatures TS and T , respectively, Eq. (7) is replaced by
a similar expression in which TS is substituted by an effec-
tive temperature Teff = TS

(
1 + kBT

∆E
ln


1+ρ

1+ρ exp[−(β−βS)∆E]
 )−1

≃ TS

(
1 + kBT

∆E
ln[1 + ρ])−1

, where ρ = kNR
s,s+1/kR

s,s+1 is the ratio
between the non-radiative and radiative relaxation rates.42 Sec-
ond, if one of the cycle processes involves charge separation
that comes at an energy cost (exciton binding energy) EB,
Eq. (7) is replaced by34

VOC

∆E
= ηC −

EB

∆E
. (8)

The later situation characterizes the operation of organic
photovoltaic cells.43–45

III. STOPPING CONDITION VS. INTERSECTION
TOPOLOGY

Model SC and Eqs. (5)-(8) constitute a convenient
framework for analyzing the stopping voltage of photovoltaic
cells and thermoelectric devices (as well as the corresponding
light emitting diode and cooling devices) and, as shown in
Refs. 14, 34, 39, and 40, can be used as a starting point

for studying optimal performance in finite power operations,
provided that information on the system electronic structure
and dynamics can be incorporated into such state-space
model. However, such single cycle models are oversimplified;
realistic state-space models contain intersecting pathways that
make the analysis that leads to Eqs. (5)-(7) more involved.
For example, in state-space models of photovoltaic cells
such intersecting pathways represent non-radiative losses,
e.g., electron-hole recombination processes46 that are expected
to reduce efficiency.

As graphical structures, such intersecting pathways divide
the cycle of model SC into separate cycles (see Fig. 2), making
it possible to have steady states in which the current in the
power-extracting segment vanishes while internal currents
exist elsewhere in the system. While intuitively we expect
lower efficiencies in such situations, no general proof for this
is available.

Here, we consider two generalizations of model SC shown
in Fig. 2. In one [Fig. 2(a)], an intersecting pathway divides the
system cycle into two subcycles without separating between
the two driving segments. In the second [Fig. 2(b)], the driving
segments are positioned on different cycles. We show that (a)
intersecting pathways of the type shown in Fig. 2(a) do not
affect the stopping voltage, hence their zero power operation
is characterized by the Carnot efficiency. (b) Intersecting
pathways of the type shown in Fig. 2(b) lead to zero power
efficiency smaller that the Carnot value. For photovoltaic cells
this is manifested by a lower stopping (open circuit) voltage.

We start with model SC and take note of the two
sites, m and n, between which a new pathway will be

FIG. 2. Models characterized by intersected graphs—a new pathway is added
between sites m and n. (a) The intersecting pathway does not separate the
driving and load (red and blue) segments. (b) The bond n–m separates
between the driving and load segments which now sit on different subcycles.
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enabled. The rate ratio, Eq. (6), can obviously be written
as K = K̄1K̄2 where K̄1 = kn,n−1 · · · km+1,m/kn−1,n · · · km,m+1
and K̄2 = km,m−1 · · · kn+1,n/km−1,m · · · kn,n+1 are ratios of rate
products that correspond to the arcs 1 and 2 in Fig. 2. Now
enable the pathway between sites n and m, that is, make kn,m
and km,n different from zero. The graph is now divided into
two subcycles, 1 and 2 in addition to the original cycle. The
corresponding cycle rate-product ratios are

K1 = K̄1
km,n

kn,m
, K2 = K̄2

kn,m
km,n

(9)

so that K1K2 = K̄1K̄2.
Consider next the situation shown in Fig. 2(a), where the

two driving segments are on the same subcycle 1. Starting
from the model SC in the OC situation so thatK = K1K2 = 1,
enabling the n–m link does not lead to current on this bond.
To show this note that since all rates on arc 2 satisfy Eq. (1),
we have K̄2 = e−β(Em−En) = km,n/kn,m. Equation (9) then
yieldsK2 = 1 and thereforeK1 = 1. Consequently, connecting
the sites n and m will not create any extra current and
subsequently does not affect the open-circuit voltage, hence
the Carnot efficiency that characterizes this limit. Note that
in thermoelectric devices depicted in Figs. 1(d) and 1(e) the
cycle topology implies that intersecting pathways do not affect
the device performance in the OC limit.47

In the situation of Fig. 2(b), each of the subcycles created
by enabling the n–m pathway contains a non-equilibrium
element, e.g., driving by the sun in subcycle 1 and the driving
by the voltage in subcycle 2. Focusing on the latter and using
Eqs. (1) and (3) yields

K̄2 = e−β(Em−En)e−β∆µ =
km,n

kn,m
e−β∆µ, (10)

where ∆µ = µR − µL. Equation (9) then yields K2
= exp[−β∆µ]. This indicates that with the m–n link enabled
the system cannot establish a state where currents through all
links in subcycle 2 vanish unless ∆µ = 0.

To understand the consequence for the stopping voltage,
let us set kn,m = λ k̄n,m and km,n = λ k̄m,n and evaluate the
derivative of this voltage, VOC, with respect to λ at λ = 0. VOC
is the value of ∆µ = µR − µL for which the current between
the electrodes, (the blue segment in Figs. 1 and 2), therefore
across all links in arc 2, vanishes; namely k j, j+1Pj+1 = k j+1, jPj

for all these links. From Eqs. (1) and (3) it follows that when
this current vanishes, the probabilities to find the system in
states n and m are related to VOC by

Pm

Pn
= e−β(VOC+Em−En). (11)

It follows that (
dVOC

dλ

)
λ=0
= −c

(
d

dλ
P̄m

P̄n

)
λ=0

, (12)

where c is a positive number and Pj = P̄je−βE j. The
derivative on the r.h.s is negative if (P̄m > P̄n)λ=0, i.e., VOC
< 0, and negative in the opposite case (P̄m < P̄n)λ=0;
VOC > 0. This is a manifestation of the Le Chatelier’s
principle and can be inferred from the current expression,

Jn←m = λ
�
k̄n,mPm − k̄m,nPn

�
by noting that(

dJn←m

dλ

)
λ→0
=
�
k̄n,mPm − k̄m,nPn

�
λ=0

= k̄n,me−βEm
�
P̄m − P̄n

�
λ=0

namely the established current acts to reduce P̄m/P̄n if it is
larger, and increase it when it is smaller, than 1. Hence(

d |VOC|
dλ

)
λ=0

< 0. (13)

Enabling the m–n link in the scheme of Fig. 2(b) thus results
in reduction of the OC (stopping) voltage, namely, of the
maximum thermodynamic efficiency,48 as found in Ref. 23.

IV. EXAMPLES

As already noted, this general result can be applied to a
wide range of nano-scale energy conversion devices like ther-
moelectric energy converter, heating engines or refrigerator,
enzymatic networks, etc. To illustrate this general observation,
we consider simple state-space models, which can represent
an organic photovoltaic cell comprising a donor acceptor
D-A complex placed between two electrodes34,41,49 as well
as other recently discussed devices,50,51 thermophotovoltaic
device setups,52 or thermoelectric energy harvester.10

A. Organic photovoltaic cell

Let us consider state-space model for organic photovoltaic
device setups which are formulated on the microscopic level by
identifying relevant rate kinetic processes. First, we calculate
the stopping voltage, VOC = ∆µOC/|e|, of the model of Fig. 3
for which the underlying graph has the topology shown in
Fig. 4. As already mentioned, such a graph topology can
represent an organic photovoltaic cell comprising a donor
(D) and an acceptor (A) species placed in an interpenetrating

FIG. 3. A schematic representation of an organic photovoltaic cell. The
system consists of a donor and acceptor, each characterized by their HOMO
(DH, AH) and LUMO (DL, AL) levels. The energy spacing ∆E between
the donor levels is the optical gap. The system is excited by solar energy
(temperature TS) across this gap, making it possible to drive current between
the (biased) left and right electrodes. It is assumed that the D-phase is coupled
only to the anode, while the A-phase is coupled only to the cathode. JL (JR) is
the current entering (leaving) the solar system from (to) the electrodes, JS is
the light-induced transition current between the HOMO and the LUMO in the
donor phase, and JDA is the average current between the donor and acceptor
species. JLoss is the loss current which describes nonradiative recombination
processes at the D-A interface.
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FIG. 4. A 4-level spinless model of an organic photovoltaic cell.41,49 The
states are: 0—no excess electron, 1—excess electron in the higher occupied
molecular orbital (HOMO) of the donor, 2—Following an optical transition,
electron is on the otherwise lower unoccupied molecular orbital (LUMO)
of the donor (an exciton state). 3: Following charge separation, the electron
has moved to the acceptor LUMO. The transitions 3
 0 and 0
 1 include
electron transfer to the right and left electrode, respectively, 1
 2 is the
optical excitation process and 2
 3 is the exciton dissociation process (see
Ref. 41 for further details). The process 3
 1 that divides the cycle to two
subcycles represents radiationless recombination.

architecture between two electrodes,34,41,49 where the stopping
voltage is generally referred to as the open-circuit voltage. For
simplicity we limit ourselves to a four-state model that, despite
its simplicity, can account for important interfacial electronic
processes, including excitation, exciton dissociation, carrier
recombination and electron transfer (ET) processes (see
Fig. 3).

For this example, the D and A species are characterized
by their molecular HOMO (εDH, εAH) and LUMO (εDL, εAL)
levels (see Fig. 3). These translate into three relevant energy
differences ∆E = εDL − εDH (the optical gap), ∆ϵ = εDL − εAL
(interfacial LUMO-LUMO gap), and EDA,g = εAL − εDH
(effective band gap). The four states are enumerated acco-
rding to the population on the levels (DH , DL, AL, AH):
0 = (0,0,0,1), 1 = (1,0,0,1), 2 = (0,1,0,1), 3 = (0,0,1,1)
(the acceptor HOMO is always occupied). The corresponding
probabilities P0, P1, P2, and P3 fulfil the normalization
condition

3
k=0 Pk = 1. The system dynamics is modeled by

a master equation approach accounting for the time evolution
of the probabilities Pj(t) with j = 0,1,2,3,

dP0(t)
dt

= k01P1(t) + k03P3(t) − (k10 + k30) P0(t), (14)

dP1(t)
dt

= k10P0(t) + k12P2(t) + k13P3

− (k01 + k21 + k31) P1(t), (15)
dP2(t)

dt
= k21P1(t) + k23P3(t) − (k12 + k32) P2(t), (16)

dP3(t)
dt

= k30P0(t) + k31P1(t) + k32P2(t)
− (k03 + k23 + k13) P3(t). (17)

The processes 0↔ 1 and 0↔ 3 correspond to electron
transfer between the left electrode and the donor level DH and
between the right electrode and the acceptor level AL. The
process 1↔ 2 is the light induced transition at the donor and
2↔ 3 corresponds to the exciton dissociation. Finally, the
additional process (link between states 1 and 3) that intersects
the graph in Fig. 4 represents non-radiative recombination.
This loss process returns a free electron on the acceptor back
to the donor ground state. The corresponding rates satisfy the
detailed balance relations:

k10

k01
= e−β(E1−µL),

k3,0

k0,3
= e−β(E3−µR), (18)

k21

k12
= e−βS∆E, (19)

k32

k23
= e−β(E3−E2+EB), (20)

k13

k31
= e−β(E1−E3), (21)

where E1 = εDH
, E2 = εDL

, E3 = εAL
, ∆E = E2 − E1, and EB

is the exciton binding energy.
In the absence of the 1↔ 3 process, that is, when

k31 = k13 = 0 the open-circuit situation amounts to zero
current through all links in the system. The corresponding
equations

*.....
,

k10 −k01 0 0
−k30 0 0 k03

0 k21 −k12 0
0 0 k32 −k23

+/////
-

*.....
,

P0

P1

P2

P3

+/////
-

= 0 (22)

implies that the determinant of the rate matrix in (23) vanishes.
This yields

k10k03k32k21

k01k30k12k23
= 1 (23)

that using Eqs. (18)-(20) leads to

VOC = ∆E
(
1 − T

TS

)
− EB. (24)

The maximum thermodynamic efficiency is correspondingly
ηC − EB/∆E, highlighting the loss associated with the exciton
binding energy.

When the process 3↔ 1 is enabled, Eq. (22) is
generalized to

*.....
,

k10 −k01 0 0
−k30 0 0 k03

0 k21 + k31 −k12 −k13

0 k31 k32 −k23 − k13

+/////
-

*.....
,

P0

P1

P2

P3

+/////
-

= 0. (25)

The vanishing of the corresponding determinant now leads to

k10k03k32k21

k01k30k12k23
=

1 + k13
k12+k32
k12k23

1 + k31
k12+k32
k21k32

. (26)
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That again using Eqs. (18)-(21) yields the following
expression for the open-circuit voltage:

VOC(λ) = ∆EηC − EB − kBT ln
1 + k13

k12 + k32

k12k23

1 + k31
k12 + k32

k21k32

, (27)

setting k13 = λk13 and k31 = λk31 and taking the derivative
with respect to λ we find, using also Eqs. (18)-(21)(

dVOC

dλ

)
λ=0
= −kBT

k13(k32 + k12)
k12k23

(
1 − e−β(VOC)λ=0

)
, (28)

where (VOC)λ=0 is given by (8). This is an explicit statement
of the inequality (13).

B. Thermoelectric energy harvester

Now, we consider a simple state-space model for one-
dimensional thermoelectric nanosystems comprising N states
that represent a charge carrier occupying different sites in
the system and one state (denoted 0) in which the charge
carrier is absent. Transition rates between system states
j = 0,1, . . . ,N are determined by state energies E j, the bias
voltage ∆µ = µL − µR = V , and the local temperatures TL, TR,
and T . For example, TL > T ≥ TR. Following the explanation
in the main text, steady state dynamics can be represented
by a graph similar to Fig. 1. The dynamics at the segments
between states 1 and N are dictated by the energy reservoir
at temperature T , while the transition between state 0 and
1 is driven by the energy reservoir at temperature TL, and
the transition between state N and 0 is driven by the energy
reservoir at temperature TR. The transitions 0
 1 and 0
 N
also include the particle exchange of the system with the
environment. The corresponding rates satisfy the detailed
balance relations,

k1,0

k0,1
= e−βL(E1−µL),

kN,0

k0,N
= e−βR(EN−µR), (29)

k2,1

k1,2
= e−β(E2−E1), (30)

kN,N−1

kN−1,N
= e−β(EN−EN−1), (31)

where β−1
R = kBTR, β−1

L = kBTL, and β−1 = kBT .
At a particular value, VOC, the charge current stops.

This stopping voltage can be obtained by looking at the
ratio between products of forward and backward rates of the
underlying cycle graph

K =
k0,NkN,N−1 · · · k2,1k1,0

kN,0kN−1,N · · · k1,2k0,1
,

= eβR(EN−µR)eβ(EN−EN−1)

· · · e−β(E2−E1)e−βL(E1−µL),
K = eβR(EN−µR)−β(EN−E1)−βL(E1−µL) ≡ e−A.

(32)

Setting A = 0, we arrive at the stopping condition

βRµR − βLµL = EN(βR − β) − E1(βL − β), (33)

where the electrical current driven by heat flows vanishes.
If E1 = EN , the stopping condition (33) reduces to

βRµR − βLµL = E1(βR − βL), which depends only on the
temperatures TL and TR.

In particular, we consider two different types in applying
the voltage drops between the systems and the contacts,
which leads to different values VOC. First, we consider that
∆µ = µR − µL = VOC. By setting µL = εF, Eq. (33) leads to
the stopping voltage

VOC = EN
(βR − β)

βR
− E1

(βL − β)
βR

− εF(1 − βL
βR

). (34)

If EN = E1, we have VOC = (E1 − εF)(1 − βL
βR

). As a second
case, we choose chemical potentials of the contacts, which are
symmetrically, i.e., µL = εL − VOC/2 and µR = εL + VOC/2.
Then, we obtain for the stopping voltage the following
expression:

VOC = 2

EN

(βR − β)
βR + βL

− E1
(βL − β)
βR + βL

− εF( βR − βL
βR + βL

)

. (35)

If EN = E1, we have VOC = 2(E1 − εF)( βR−βL
βR+βL

). Finally, we
discuss the special choice εF = (EN + E1)/2 and EN , E1
according to Ref. 40. Thus, Eq. (34) can be written as

VOC = (EN − E1)

1 − 2β

βL + βR


,

≡ (EN − E1)

1 − 2

T(T−1
L + T−1

R )

, (36)

which can be seen as a generalization of Eq. (7) in the main text
to three heat reservoirs when having one effective energy gap
in the system under consideration. In particular, if T is equal
to either TL or TR we get the Carnot efficiency as mentioned in
the main text. Differently speaking, the stopping (OC) voltage
is dictated by the effective energy gap ∆E = εn − ε1 between
site n and site 1 and generally depends on three temperature
TL,TR, and T . It is also interesting to note that if we choose
TL = TR < T in Eq. (36) we have no longer a thermoelectric
nanomachine and switch to a nanoscale heat engine.

The analysis of loss processes can be done analogously
to the first example given by an organic photovoltaic device
setup (see Sec. IV A). To this end we will analyze a four state-
space model given in Fig. 5. The four states are enumerated
according to the population on the levels (n1, n2, n3):

FIG. 5. Artificial (simple) thermoelectric nanojunction consisting of 3 sites
and a given energy landscape characterized by the site energy levels εk;
k = 1, . . .,3. The sites 1 and 3 are coupled to two particle reservoirs with
chemical potentials µL and µR, respectively. Particles are injected or ejected
from the two reservoir sites with rates that fulfil the condition of detailed
balance with respect to the grand-canonical ensembles associated with µL

and µR [see Eq. (29)]. In addition, the left lead L is coupled to an energy
reservoir at temperature TL and the right lead R is coupled to an energy
reservoir TR, while the junction between site 1 and site 3 is coupled to an
energy reservoir at temperature T .
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0 = (0,0,0), 1 = (1,0,0), 2 = (0,1,0), 3 = (0,0,1). Then, the
corresponding rate processes can also be described by
Eqs. (14)-(17). The processes 0↔ 1 and 0↔ 3 correspond
to electron transfer between the left electrode and the level 1
and between the right electrode and the level 3. The processes
1↔ 2 and 2↔ 3 are phonon-assisted hopping processes due
to the coupling to a phonon bath at temperature T . Finally, the
additional process (link between states 1 and 3) that intersect
the graph in Fig. 4 represent a loss channel. This loss process
returns an electron from site 3 back to site 1. The open-circuit
situation can be studied by repeating the analysis presented in
the Sec. IV A. Again, we have to solve Eq. (25) and arrive at

βRµR − βLµL = E3(βR − β) − E1(βL − β)

− ln
1 + k13

k12 + k32

k12k23

1 + k31
k12 + k32

k21k32

. (37)

In particular, for the case µL = εL − VOC/2 and µR

= εL + VOC/2 we find for the stopping voltage

VOC = 2

E3

(βR − β)
βR + βL

− E1
(βL − β)
βR + βL

− εF( βR − βL
βR + βL

)


− 2
βR + βL

ln
1 + k13

k12 + k32

k12k23

1 + k31
k12 + k32

k21k32

. (38)

Note that this expression can also be used in the limit k31 = 0,
i.e., k31 ≪ k13.

V. CONCLUSIONS

In conclusion, we have analyzed the performance of
state-space network models of nanoscale energy conversion
devices, focusing on their maximum efficiency (zero power)
operation. A general argument based on cycle analysis yields
conditions under which the opening of intersecting pathways
in an otherwise cyclical graph leads to a decrease in the
maximum efficiency. In the application to the operation of
a photovoltaic cell such intersecting link often corresponds
to a carrier recombination process, and its consequence is
manifested in a reduced stopping (OC) voltage. It should
be emphasized that similar analysis can be carried out for
more complex models that include, for example, polaron
formation and hot exciton dissociation, provided that they can
be modeled by kinetic transitions in the system state-space.
Finally, as described elsewhere,34 such an approach can be
used for analysis of optimal performance under finite power
operation, although with the unavoidable loss of the generality
associated with a thermodynamic description.
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