
Hysteresis, Switching, and Negative
Differential Resistance in Molecular
Junctions: A Polaron Model
Michael Galperin,* ,† Mark A. Ratner, † and Abraham Nitzan ‡

Department of Chemistry and Nanotechnology Center, Northwestern UniVersity,
EVanston, Illinois 60208, and School of Chemistry, The Sackler Faculty of Science,
Tel AViV UniVersity, Tel AViV 69978, Israel

Received October 28, 2004; Revised Manuscript Received November 13, 2004

ABSTRACT

Within a simple mean-field model (self-consistent Hartree approximation) we discuss the possibility of polaron formation on a molecular wire
as a mechanism for negative differential resistance (NDR), switching, and/or hysteresis in the I−V characteristic of molecular junctions. This
mechanism differs from earlier proposed mechanisms of charging and conformational change. The polaron model captures the essential
physics and provides qualitative correspondence with experimental data. The importance of active redox centers in the molecule is indicated.

Substantial advances have recently been made in electron
transport studies in molecular-scale systems.1-6 An important
goal here is molecular electronics to complement current Si
technology. For example, negative differential resistance
(NDR) was reported in several systems.7-12 Bistability and
hysteresis were reported in others.13,14These systems present
an intrinsic challenge, to understand the structure/function
relationships in such transport devices. Suggested possible
mechanisms for NDR involve charging and/or conforma-
tional change.7,15,16 No persuasive mechanism for such
switching or hysteresis behavior is yet available.

Interestingly, these phenomena were observed mostly in
molecular systems containing active redox centers, i.e.,
centers of long-living charged electronic states. This suggests
the possibility of polaron formation on the molecule as a
possible mechanism. Here we propose a simple polaronic
model for NDR and hysteresis/switching behavior. Our
analysis follows the mean field approximation of ref 17 and
focuses on the steady-state behavior of such systems. After
introducing the model, we study its properties showing the
possibility for NDR and hysteresis behavior at equilibrium
and under bias. Such modes of behavior appear already in
the simplest possible one-site model for such redox sys-
tems.

Our molecular bridge is represented by one electronic level
coupled to a single vibrational mode (“primary mode”) which
in turn is coupled to a phonon bath that represents the thermal
environment

whereε0, εk are energies of electronic states on the bridge
and in the contacts, whileω0, ωâ are the primary and bath
vibrational frequencies, respectively.Vk is the bridge-contacts
coupling,M is electron-phonon interaction, andUâ is the
coupling between the primary and bath phonons.ĉ0, ĉk, â,
and b̂â and their adjoints are annihilation and creation
operators for the electrons in the bridge level and in the
contacts, and for the primary and bath phonons. We use units
with p ) 1. The model can exhibit nonlinear transport
behavior that stems from the fact that the energy of the
resonant level shifts by polaron formation that in turn
depends on the electronic occupation in that level. Here we
investigate the nature and consequences of this nonlinearity
using a mean-field (Hartree type) approximation.

Consider first the dynamics in the phonon subspace that,
in the spirit of the Born-Oppenheimer (BO) approximation,
sees the average electronic potential

wheren0 ) 〈ĉ0
†ĉ0〉 is the electronic population on the bridge
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[ωâb̂â
†b̂â + Uâ(â
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level. This Hamiltonian leads to a generalized quantum
Langevin equation for the dynamics of the primary phonon

where the memory kernel

is the retarded self-energy of the primary oscillator due to
the phonon bath, and the noise operator is

In eq 4, D0â
r is the retarded Green function of the free

phonon bath. The retarded Green function of the primary
phononDr(t) is defined by

In terms of this function the solution of eq 3 is

The first term on the rhs is solution for primary phonon with
damping, while next two terms come from interaction with
the electron and bath phonons (source term). It follows that
in steady-state

where we have used in the wide-band approximation18

Next consider the electron dynamics. Substituting eq 8 into
eq 1 yields the effective electronic Hamiltonian

where

Note that level shift in eq 11 is proportional to 2εreorg. This
corresponds to a static limit (BO approximation), when the
oscillator is extremely slow, and an electron on the bridge
interacts with constant static oscillator response correspond-
ing to the average population on the bridge (for a detailed
discussion see, e.g., ref 17).

Equation 10 is a simple single-level model, which can be
treated in a standard way within the nonequilibrium Green
function formalism.19 For the steady-state situation and in
the wide-band limit one gets for its occupation

whereΓ ) ΓL + ΓR,

are electron escape rates to the contactK ) L,R, assumed to
be energy independent in the wide-band limit, andfK(E) )
[exp{(E - µK)/kBT} + 1]-1 are the Fermi distribution
functions withµL,R being the electrochemical potentials in
the contacts. Equation 13 is a self-consistent equation for
n0. In theTf 0 limit it takes the simpler form

Consider first the zero temperature equilibrium situation
µL ) µR ) µ andT ) 0. In this equilibrium case we can use
eqs 15 and 11 to obtain two equations forn0 and an auxiliary
variablex

Equations 16 can have one or three solutions (see Figure 1),
which implies possible bistability and hysteresis behavior.
In this equilibrium case we can characterize the relative
stability of the corresponding states by considering the free
energy (or, atT ) 0, the energy function) of a system
restricted to populationn0 on the bridge. The local density
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〈(â + â†)〉 ) Mn0D
r(ω ) 0) ) -

2ω0

ω0
2 + (γ/2)2

Mn0 (8)

Dr(ω) ) 1
ω - ω0 + iγ/2

- 1
ω + ω0 + iγ/2

(9)
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εkĉk
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of states on the bridge is given by the spectral function, which
in the wide band limit is

For a givenn0, define a local chemical potentialµ0 by

At unrestricted equilibrium andT ) 0 µ0 ) µ, whereµ )
(dE/dn) is the chemical potential on the leads. The rootsnr

of eq 16 satisfyµ0(nr) ) µ. To find the energy of a system
restricted to a populationn0 on the bridge we consider the
total energy (level plus leads) change associated with
transferring population dn from leads to bridge, which is
given by dEtot ) (µ0(n) - µ) dn. Upon integration fromneq

to n0 using eq 18 we get

We chooseneq to be the lowest energy root of eq 16 and set
Etot(neq) ) 0. Stable equilibrium occupationn0 should provide
a minimum of eq 19.

Figure 2a shows the functionEtot(n0) obtained for the
choice of parametersµ ) EF ) 0 eV, ΓL ) ΓR ) 0.25 eV,
ω0 ) 0.1 eV,M ) 0.3 eV,γph ) 0.001 eV (corresponding
to εreorg∼ 0.9 eV). Extremum points correspond to the roots
of eq 16 and indicate that the lowest and highest roots provide
locally stable occupations, while the middle root represents
an unstable occupation on the resonance level.

Figure 2b shows the hysteresis behavior of the stable level
occupationnr (lowest and highest roots) as a function ofε0

(that can be changed in principle by a gate potential).

Next consider the nonequilibrium case,µL - µR ) V, and
again start for simplicity withT ) 0. The analogue of eq 16
now reads

For definiteness we keepε0 fixed under imposed bias and
take

This system can have one, three, or five solutions as shown
in Figure 3.

In this nonequilibrium case we cannot define a function
equivalent toEtot(n0), whose extrema define stability. How-
ever, it seems reasonable that also here the outer roots are
the physical (i.e., locally stable ones) and that in addition
the middle root in the five-root case is locally stable.20 This
will obviously affect the hysteresis behavior. Indeed, in
displays equivalent to Figure 2b we now find two hysteresis

Figure 1. Functionsn0(x) of eq 16 plotted againstx. Equation 16
can yield one (dotted circle) or three (solid circles) roots. Parameters
areΓ ) 0.2εreorg andε0 ) µ (dashed line);Γ ) 0.16εreorg andε0 -
µ ) 1.2εreorg (dash-dotted line).

A(E, n0) ) Γ
(E - ε̃0(n0))

2 + (Γ/2)2
(17)

n0 ) ∫-∞

µ0 dE
2π

A(E,n0) (18)

Etot(n0) ) Etot(neq) + Γ
2π

log[cosπ(neq - 1/2)

cosπ(n0 - 1/2)] -

εreorg(n0
2 - neq

2) + (ε0 - µ)(n0 - neq) (19)

Figure 2. (a) Etot (eq 19) plotted againstn0 at T ) 0. Three roots
situations forε0 ) 0.8 eV (dashed line), 0.9 eV (solid line), and
1.0 eV (dash-dotted line). (b) Stable rootsnr plotted againstε0.
Parameters of this calculation are as in Figure 2a, but the calculation
is done atT ) 300 K, i.e., eq 13 is used instead of eq 15.
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loops that may be traced to the resonance level crossing each
chemical potential separately. In practice, gating such junc-
tions is difficult; however, the signature of this hysteresis
behavior can be seen inn0/V plots (Figure 4a) that are
relevant to the experimental results of ref 21 and in the
predictedI-V characteristic of such junctions (Figure 4b).
Focusing on theI-V behavior one can imagine a situation,
where atV ) 0 the level is empty (situated above Fermi
energy); upon increasing voltage bias (negative bias) one of
the leads chemical potentials crosses the level position, thus
partially filling it and consequently shifting its energy by
polaron formation (or reorganization). A subsequent change
in V in the opposite direction preserves the population up to
some point, until recrossing takes place. This happens at
different voltage at opposite bias compared with the negative
sweep (due to the changed level position) and following that
the level becomes empty again. This is qualitatively similar
to theI-V characteristics presented in ref 13. Note, however,
that the indicated route is not the only possible one. One
could start with a filled rather than empty level. Also, when
decreasing voltage from above 10 V in Figure 4 (or
increasing from values below-10 V), three possible routes
(bifurcation points) exist. Our simple model cannot predict
which of the routes will in fact be chosen. It is likely that in
reality fluctuations or external factors (coupling to other
molecules) will determine the hysteresis.

Finally we note that the polaron mechanism can also yield
NDR features in theI-V characteristic. This can happen if
the shift in the level energy upon occupation change moves
it away from the window between the chemical potentials
of the leads. Figure 5a shows an example using the
parametersε0 ) 8.75 eV,EF ) 0 eV, ΓL ) ΓR ) 0.01 eV,
ω0 ) 0.01 eV,M ) 0.224 eV,γph ) 0.001 eV, andT ) 4
K. The choice ofM, ω0, andγph implies εreorg ∼5 eV. The
calculation is started from the filled level situation, and the
observed NDR behavior is qualitatively similar to that of
ref 7. Note that parameters chosen yield a position of the

filled level to be atε̃0(n0 ) 1) ) -1.25 eV. The temperature
dependence of the peak current and voltage show the right
tendency (Figure 5b). The behavior described, however,
depends on the bias sweep direction in contrast to experi-
mental observation. Also note that the value used for the
reorganization energy is unphysically large, implying that
the model, as it stands, cannot be used for quantitative
analysis of experimental results. Still, the model describes a
generic property, and principles involved may prove relevant.

In conclusion, we have considered a simple resonant-
tunneling junction with a bridge level coupled to a boson
degree of freedom, in the Born-Oppenheimer approxima-
tion, which leads to a self-consistent Hartree approximation
for the electron subspace of the problem. While the boson
might represent solvent or electronic polarization, the
consideration is most relevant for the case of extremely slow
vibrations. The polaron coupling leads to a shift of the level
position. This may yield hysteresis/switching and NDR
features in the current/voltage characteristic, as shown in
example calculations. Thus we suggest a polaronic mecha-
nism as one more possibility (in addition to charging and
conformational change of the molecule) for observing NDR
and hysteresis/switching in molecular junctions. Conforma-
tional change implies alternation of the stereochemical
geometry of the molecule, which is not relevant in our model.

Figure 3. Graphs for functionsn0(x) as defined in eq 20. System
can give one (dotted circle), three (dashed circles), or five (solid
circles) roots. Parameters areΓL ) ΓR ) 0.25 eV,V ) 4 V, and
εreorg) 2.5 eV andε0 - EF ) 0.25 eV (dashed line);εreorg) 3.125
eV andε0 - EF ) 2.1875 eV (dash-dotted line);εreorg ) 4.167
eV andε0 - EF ) 4.583 eV (dotted line).

Figure 4. Nonequilibrium hysteresis behavior. Parameters areT
) 300 K,ΓL ) 0.1 eV,ΓR ) 0.35 eV,ω0 ) 0.05 eV,M ) 0.4 eV,
γph ) 0.001 eV, andε0 ) 3 eV. Three curves on the graph represent
situations of highest root (dash-dotted line), middle root (solid
line), and lowest root (dashed line). (a) Hysteresis in occupation-
voltage characteristic. (b) Hysteresis in current-voltage character-
istic. One of the possible routes is marked by arrows.
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On the other hand, the charging mechanism, while being
similar to the polaron picture (the molecular site does change
its charge), studied (de)localization of the presumable
relevant molecular orbitals in static charged states of the
molecule. As a result, previous approaches may be adequate
to describe NDR, but not hysteresis. The polaron mechanism,
by allowing dynamical change inn0 (the population of the
molecule) provides a unified explanation for NDR and for
hysteresis. The proposed mechanism conforms with the
observation that only structures with active redox centers
demonstrate NDR and hysteresis, as discussed in experi-
mental papers.7-13 This is because for polaron formation to
occur, the electron has to spend enough time on the molecule.
The current simple model captures the main physics, though
more elaborate ones may be necessary to obtain quantitative
correspondence with the experimental data.

Recent reports have examined multistable junctions from
different perspectives;22 here we have focused on the polaron
mechanism as leading to hysteresis and NDR.
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