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A rate constant expression for charge transfer reactions mediated by flexible bridges is presented as
a series of terms of decreasing importance. The leading term corresponds to the static limit obtained
from the Condon approximation. Corrections due to finite time fluctuations are evaluated explicitly,
assuming a Gaussian shape of the coupling autocorrelation function and the Marcus model with a
one-dimensional harmonic thermal bath. The use of this model for the interpretation of experimental
data and the expected magnitudes of the fluctuation effects are discuss&2DO3CAmerican
Institute of Physics.[DOI: 10.1063/1.1601600

I. INTRODUCTION sion proceeds by thermally populating the bridge corre-
sponds to the incohererihopping mechanism, which has

S . : - been extensively studied in the past few years both
not diminished since the first theorted were successfully theoreticall§~24 and experimentall{®7 In this paper we

tested! In fact, the increasing complexity of the systems con- . . .

i .~ "focus on the tunneling regime where assumptibh holds
sidered and the greater breath and accuracy of experlment?]d we examine the Condon approximation. and the conse-
have revealed a number of situations where the conventiona N f its breakdown f rthppr i N t’nt
approach does not fully account for the experimental obserguesCes OI S | cakado d.o € gfhco Sl'z't. fthe C
vations, calling for improvement and generalization of the everal early papers discussed the validity of the L.on-

don approximation, analyzing the theoretical consequences

original theoretical modefs:’ _ 820 :
Most experimental work is focused on intramolecular©f itS breakdowrl,’*** but only in more recent years have

charge transfer processes in donor—bridge—accept(?rom experimental a_nd computgtional studies revealed_the
(D-B-A) systems, where the bridge is often a rigid spacermportance of the_ bridge dynr:_xmlc_s on the CT rate. The sim-
More generally we can consider the “bridge” to be any me-Plest effect of bridge dynamics is the temperature depen-
dium between donor and accepténcluding solvent mol- dence of the effective electronic coupling found for example
ecules, glasses, and flexible biomolecules such as)ihg# by Daviset al.in a study of CT reactions mediated by poly-
lowers the barrier for electron tunneling with respect tovinylene bridges! In particular bridge conformations, the
vacuum. The standard expression for the nonadiabatic thef:T rate increases strongly, a phenomenon observed in sev-

mal rate constant in such systems is often written as eral biological systeni$** and sometimes referred to as
conformational gating>?® The dynamical effects are seen

when the bridge is a solvent molecule, as demonstrated in a
kCT=2—7T IV|2pecr (1) series of papers by Zimmt and co-workers, who used specifi-
h cally designed “C-clamp”’D—B—A molecules’ Similarly,
strong dynamic effects were observed by Casétel?®in a
whereV is the effective electronic coupling betweBnand  CT reaction where the solvent also acts as an acceptor. Non-
A, andpgcr is the density of states weighted by the Franck—Condon effects have been also probed by other ultrafast mea-
Condon factor and thermally averaged. Equatidnis de- surements of electron transfer rafés.
rived in the nonadiabatic limit, assuming thermalized reac-  Since the CT rate depends on many factors, which can-
tants. Two other assumptions, whose validity is sometimesiot be easily separated, numerical simulations have often
questioned, are thdt) the couplingV does not depend on been used to quantify the effect of structural change in the
the nuclear coordinaté€ondon approximatiorand(ii) that  bridge on the observed rat®&:*® In most of these calcula-
states localized on the bridge are not thermally populatedions a classical molecular dynamics trajectory is generated
The case opposite to that of assumptidh where transmis- and theD—A coupling is computed at given time intervals.
For example, Nitzan and coworkers studied electron tunnel-
dAuthor to whom correspondence should be addressed. Electronic maiing through water layers finding that several conformations
atroisi@chem.nwu.edu lead to the formation of transient resonant states, which en-

Theoretical interest in charge transf&T) processes has

0021-9606/2003/119(12)/5782/7/$20.00 5782 © 2003 American Institute of Physics

Downloaded 28 Mar 2004 to 132.66.16.12. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



J. Chem. Phys., Vol. 119, No. 12, 22 September 2003 Charge transfer through fluctuating bridges 5783

hance the tunneling rafé.In most of these studies the analy- cus’ theory of electron transfer, we find a corrective term due
sis is performed in the limit of slow modulation whedg-  to fluctuations that introduces only one additional parameter,
namicaleffects are ignored and a modified version of Bg. intuitively related to the characteristic fluctuations time.

can be used wheié? is substituted by its timéor ensemble  Since our proposed expression introduces the effect of fluc-

averagg(V?), tuations as a correction to well-established formulas, it is
5 particularly suitable for the analysis of experimental data
Ker= 7<V2> PrcT- 2) \é\{[r;zn the possible importance of fluctuations is to be evalu-

Equation(2) captures the effect of structural averaging of the

bridge conformation while it neglects the coupling between

nuclear and electron dynamics. Balabin and Onuchic comH. GENERAL CT RATE EXPRESSION

puted the time dependeBt—A coupling,V(t), for the pho- IN THE PRESENCE OF A FLUCTUATING BRIDGE
tosynthetic reaction center, showing that the tunneling path ) o ) )
changes in time influenced by the thermal structural changes Nucléar motions can be divided into two groups with
of the proteir?® They also introduced theoherence param- 'egard to their effect on the electron transfer prodé4s.
eter C=(V)2/(V2), which is close to unity when Condon One group, which !ncludes the donor. and acgeptor modes as
approximation holds and close to zero when the coupling?/eglgS some particular solvent motiofister indicated as
strongly depends on the bridge conformation. Troisi and OriQ 1), contains the modes along which the electronic en-
landi found a very low coherence parameter for the holéfT9i€S of the initial and final states changes rapidly. This

hopping between nonadjacent guanines in DNA, demonstraRrorerty has two imp!i_cations_. First_, the elgctronic tra_nsition
ing that this process is ruled by conformational gafthgs occurs only at a specific configuratiéor regime of configu-
we will see in Sec. Ill, the corrections to ER) due to rationg of these modes for which the initial and final elec-

dynamical effects are important only if the coherence param{fOnic energies are nearly the same, i.e., where the corre-
eter (which is not itself a dynamical quantitys close to sponding potential energies cross. Second, since these modes

zero. Skourtiset al. computed the time evolution of the couple energetically to the transition, thgir motion is impor-
donor—acceptor coupling in azurin performing a fully time- tant both to supply the needed electronic energy and to re-

dependent quantum-mechanical treatment of the electronf@0Ve €xcess energy released during the transition. These

problem and making clear that quantum effects may be jimModes are therefore referred to @scepting modesa term

portant for fluctuations at the same timescale as the electrd#€d for such modes in the theory of molecular radiationless

transfer raté® Cao investigated the opposite limit of fluctua- transition. An important consequence of the fact that the
tions much slower than the electron dynamieslimit not electronic transition is dominated by a particular regime of

considered hejethat leads to non exponential decay of the configurations along these modes is that the Condon approxi-
initial population®® mation is applicable for these modes, i.e., the electronic cou-

Several papers have described quantum dynamical epling can be taken to bg indepgndent of thgir co.nfiguraFion,
fects in electron transfer reactiéf®® In particular at the value corresponding to this local configuration regime.
Medvedev and StuchebrukHhave considered an electron A sécond group 0; nuclear motions includes the bridge
transfer reaction coupled to a classical harmonic bath anftodes(indicated asQ™}) and solvent motions that do not
obtained an expression for the rate in terms of the couplindt€ract strongly with the donor and acceptor states. The en-
autocorrelation function(V(t)V(0)). This quantity arises ©rdi€s of these latter states are onI_y w_eakly dependent on the
naturally in any quantum dynamics treatmférand can be configuration of these mogies, whlch is another way tq say
evaluated numerically or analytically once a suitable modefat the electron transfer is not limited to a local position
for the electronic-vibrational coupling is provided. This ap- &0ng them. The electronic coupling can be strongly influ-
proach to rate calculations cannot be directly related to ex€nced by these mod&but in this case the Condon approxi-
perimental measurements because the coupling autocorref@tion cannot be made. Because of their effect on the cou-
tion function, in the context of CT processes, is notPling these modes will be termedducingmodes.
accessible experimentally and the connection to expressions | "€ initial and final states can now be written as Born—
valid in absence of coupling fluctuatiofig. (1)] is not di- ~ OPPenheimer products,
rect. DAS 5

We show in this paper that it is possible to express the  Viv,a= #1(d,Qpas,Qe) A, " (Qpas) Aa(Qs), (3a
exact rate in the presence of fluctuating coupling as a series
in which Eq.(2) is the leading term. The first corrective term Vg, = #¥¢(0,Qpas, Qe) A p (Qpas) Ap(Qg),  (3b)
to Eqg. (2) quantifies the effect of finite time fluctuations
[clarifying the validity of Eq.(2) as an approximatignWe  wherey and A represent the electronic and vibrational wave
first derive a hierarchical expression for the rate without asfunctions, respectivelyg and Q are electronic and nuclear
sumptions on the nature of the bath or on the structure of theoordinates, antandF denote the initial and final electronic
coupling autocorrelation function. Then we assume a classistategonly two states will be considergdn addition,v and
cal harmonic thermal bath and classical bridge dynamics tav are indices of initial and final vibrational states on the
get a more directly computable expression for the dynamicaDAS subsystem whil@ andb correspond to initial and final
contribution to the rate. Using approximations akin to Mar-vibrational states on thB subsystem.
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Our assumptions regarding these modes now
Hamiltonian of the formH +V with

H:an (Ei, +Ea)|a)|lv)(lv|(al

+W2a (ErwtEg)|a)[FW)(Fw|(a]

:; E|v||v><|v|
+§ EleFw><Fw|+§ EJla)(al, (4)
V=§ ; % Viyarwbl @) 1o)(Fwl(b|+, (5)

and the probability of being in stata)|lv), at a given tem-
peratureT, may be factorized as

P1y,a(T) =P, (T)P4(T). (6)

The Golden Rule expression for a state to state transition

in this system is

21 )
klv,aaFW,b:T|<|Uva|V|FW1b>| O(E), +Ea—Eryw—Ep),
(7)

imply a

Troisi, Nitzan, and Ratner

We identify, in Eq.(13), the thermal over the bridge
vibrational state¥ ,P,(a|O|a)=(0O)g, so that we can write

1
k=—22 P.vz J'<Vlv,Fw(t)Vlv,FW(0)>B
he Fw

% e/ (El,~Erutgt, (14)

We drop indexed, F for now. We also use the Condon ap-
proximation for the{v,w} states, which allows us to write

VUW(t)VDW(O)ZV(t)V(O)SUW, (153)
(Vow(HV,w(0))s=(V(1)V(0))gS,sw (15b)

whereS,,, are the Franck—Condon factors. We get

=123 RS [ (VIOV(0))o8,eEEtar
(16

Finally we substitute the summation over the final stftgs
with an integral over the energy,

1
k=722 P, f f (V()V(0))gprc,(E)
x elM(E,~EltgtdE, (17)

where the Franck—Condon weighted density of final states

and the observed rate, resulting from summing over finafor initial vibronic statev, pgc,, is defined as

states and thermal averaging over initial states, is

k=2 P1uPa> Kiv.asFwb- (8)
v,a w,b

Writing the delta function in Eq(7) as a Fourier transform,
we get

1
=222 PP [ (w.alViFwp)
h v,a w,b

X(Fw,b|V|lv,a)el’™(Ea~EotEiy~Erwltgt, 9)
The matrix elements in Eq9) may be written as
(lv,a]V|Fw,b)=(a|V,, ru|b), (10

i.e., after integrating over the coordinateg and {Qpas}-

For simplicity we assume that the matrix eleme¥i{gr,, are
real (that impliesV|, rw=VEw.1,). Equation(9) can be fur-
ther manipulated to give

1 . :
k:pg PIUPaF;b f (ae"™At, ¢e” R b)

X(b| V), pulayellMEErtgy, (1D
":%,,Zﬁ P.upagb f (alVi, k(1) b)

X(b|V,, pula)el ™ (E=Ertdt, (12)
k=h—12; ; Plvpagv f<a|VIU,FW(t)VIu,FW|a>

X e(i/M(El,~Erwtg, (13

pra(B)=2 S,ud(E-Ey) (18)
(note that this quantity is not temperature averaged and con-
sequently it depends an).

It is helpful, at this stage, to define the spectral density
as

1 (+= .
J(E)=ﬁJ (V(t)V(0))ge!™Et, (19
This leads to the rate constant from any donor initial vibra-
tional statev in the form,

+ oo
k,= J _J(E-E,)pra(E)IE. (20)
Equation(20) will be used as a starting point for the deriva-
tion of approximate expressions in the next section. The
main difference between this derivation and the others
present in literatuf®424%is in the separation of modégq.
(4)], which leads to a final expression containing the product
of the spectral density, carrying information on the inducing-
modes, and Franck—Condon weighted density of states, re-
lated only to the accepting modes. The combination of Eq.
(20) and Eq.(17) gives a rate constant expression similar to
the one presented in Ref. 4Eq. (1.2)], where the probabil-
ity of energy exchange with the bridge vibrational modes is
more evident. One difference between the two approaches is
that Eq. (20) is not limited to classical accepting modes
(hw,/kgT<1), but most of the following considerations
can be readily cast in the formalism of Ref. 44.
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Ill. SERIES EXPANSION OF THE RATE CONSTANT and, performing the average over the initial statesve get

The approximations that we will use to evaluate Ef) 2
are based on the qualitative knowledge about the functions kO=2 PU(T)k(UO):7<V2>PFCT1 (30
J,(E) and pgc,(E). The correlation functioqV(t)V(0))g ’
has a maximum fot=0 and it reaches the constant value with pgctthe thermally averaged Franck—Condon density of
(V)2 for |t larger than a characteristic time . It is useful to  states,
decompose the coupling as

V(t)=(V)+8V(t), (21) PFCT:; Py(T)prc,(E,y)- (31

where(5V(t))=0. ConsequentlyJ(E) can be decomposed

as This term corresponds to the static limit in which one aver-

ages the instantaneous rate expression over the distribution
of static bridge configuration. The correction terms results
from the bridge dynamics. We assume in the following that
the pect function can be evaluated using one of the expres-
sions suggested in the literature.

The next step consists of calculating the corrections to
The first term has a maximum f@&=0, it goes asymptoti- Eq..(30) given by Eqs.(26) and (2.7)' We assume for sim-

plicity that the bridge dynamics is classical so that

cally to zero for|E| larger than a typical widttk/7-. Such . : .
width for some of the systems mentioned in the introduction<v(t)V(O)>B is an even function of time. .l\/loreover, we t_ake
is about 200 cm“222834 |y this rangepee,(E) is Nnot ex- as a model forsV(t)5V(0))g a Gaussian function with

- ; -width 7.. Although many other possibilities can be consid-
pected to vary too much and the evaluation of the integral in : : .
Eq. (20) can be carried out after the Taylor's series expan-ered’ the Gaussian shape is sufficiently general and was

' found consistent with recent computational restdt§ The

J(E)=%f:odth(t)5V(o)>Be(i/h>Et

2
+ 7<v>25(E). (22

sion, spectral density for this model correlation function is ob-
prco(E)=prc,(E,) + pre,(EL)(E—E,) tained from Eq(22),
+3pfc, (En)(E—Ey) 2+ (23) 27 T 72(E)?
| s | y IE)=" | (8V2) —=—exg — S| +(V)(E) |.
Using Eq.(23), Eq. (20) leads to a series of additional con- h Jah 2h
tributions to the rates, (32

Ky =K+ KD+ k@ (24) It is important to point out that two levels of approxima-
tions have been introduced. The important results of Egs.
(24)—(30) rely only on the validity of the Golden Rule and
0)_ +oo on the modes separation introduced in E§. In contrast,
Ky _PFCv(Ev)f_oc J(E)dE, (29 Eq. (32) is valid only when the non-Condon effects arise
primarily from of low frequency modes that can be treated
, e classically(this should include torsions, which might show
kgl):pFCv(Ev)f_x EJE)dE, (26) important non-Condon behavjorlt is possible in principle
to generalize the function)(E), incorporating quantum
effects?® so as to allow the study in the same theoretical
framework of the contribution of high frequency inducing
modes.
From Eq.(32) we can easily calculate the integrals in
Egs. (26) and (27). The first-order correction vanishes by
symmetry, sincel(E) is even,

where the first three terms are

+ 00
K2~ tota(E) | ER(ENE (27

In general thenth contribution to the rate depends on the
n-order moment of the spectral density and therder de-
rivative of the density of states,

1 (d"ppe, e
k=0t e e f __EN(BE)E. (28) k(¥=o0. (33
£ The second-order correction is
Note that the expansion does not contain further approxima- )
tions with respect to Eq.20). The qualitative argument we k(z):z<5\/2>ﬁ_ " (E,) (34)
gave at the beginning simply suggests that the series con- v # rﬁ Prct=o):

verges rapidly. We will see that is possible to evaluate each ) ) )
term of the series for selected problems, showing that thd N€ unique parameter added to include the dynamical effect
series indeed is rapidly converging. is the correlation timer.. For an extremely slow process

Using Egs. (19 and (25 we can explicity com- [7e—=®.J(E)—27h(V?)S(E)], ki becomes the unique

putek(® term contributing to the rate. With faster fluctuatioh)
’ becomes broader and samples valug®f, (E) at an energy
k(°)=2—77<V2) (E,) (29 different thanE=0. Note however that the limit,—0 can-
vg PreoiEu/s not be handled by the expansion in Eg3).

Downloaded 28 Mar 2004 to 132.66.16.12. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



5786 J. Chem. Phys., Vol. 119, No. 12, 22 September 2003 Troisi, Nitzan, and Ratner

Next, the correction to the thermal rate is obtained by 0.30 4
taking a thermal average over the initial stafe$ in Eq. 025 |
(34). This leads to
0.20 -
& s y s
KE=2(oV?) = 2 Py(T)pfcy (E.). @5 & o9
¢ % 010
In the Appendix we show that the sum in E§5) may be
expressed by 0051 .
0.00 ——
E P,(T)pte,(Ey) = pler( AE) og32poo 10000 8000 -eooo -4ooo
AE"/em
d?prcr(AE)
= W (36) FIG. 1. Effect of the potential energy surface parameters on the ratio
AE=AEO k@/k® quantifying the relative importance of dynamical fluctuations on

AE is th dif bet th ibrati | he rate constantAE® is the energy difference between the ground vibra-
IS the energy difference between the vibrational grounGg ;) sates of the initial and final states. The graph is calculated according

state of the | and F stateAE° is the actual value of this 1o Eq. 39 usingi/7¢=200 cni L, T=300 K, (V)=0, A =2000 cnt * (solid
energy gap of for the system under investigation. Thus line), \=6000 cm * (dashed ling

72
k<2>——<6v2> ZPF cr(AEP). (37)
on k due to the correctiok® are very small, in particular
It is now possible to express boki® andk(?, once a When displayed on the traditional logarithmic scale.
model expression fasrc(AE?) is selected. General expres- ~ Equations(39) and (40) may be used to improve the
sions have been widely discus8€and they can be used to fitting of experimental data or simply to estimate the contri-
evaluate Eqs(30) and (37). We will adopt here the simplest bution of fluctuations to the rate when the parametecan
case, the classical expression derived by Marcus, be computed or measured. For many systems of interest,
characterized by a small coherence parameter, the correction
/ (N+AE?)?
prci(AE®) = Ar )\k T ’{ 4)\k T introduce anomalous temperature dependence to the rate
constant. Figure 2 shows the temperature dependence of

k(® is then expected to be significark®/k(®>0.1) and
where) is the reorganization energy. Equatid8s) and(37)  (2)/k() for a selected set of the other parameters. The rela-

. (39

then yield tive contribution ofk(?) is more important at lower tempera-
(V2) (A +AE?)? tures. We note, however, that E40) cannot be used in the
KO=""ty[—u F( ) (39 limit of T—0, since it is based on the assumption that the
)‘kBT 4nkgT bridge motions are treatable classically. The temperature de-
B2[ (N +AE®)2—2\kgT (V)2 pendence of the rate constant is further complicated by the
k@ =k02 — kT 1-75) (40)  temperature dependence)dofind(V(t)V(0))g that has been
e (4NkgT)? (V% neglected in Fig. 2.
To obtain Eq.(40) we have used the relatiofsV2)=(V?)
—(V)2.
The Marcus theory describes nonadiabatic electron 05 1

transfer in terms of three parameters: the nonadibatic cou g 45 J
pling V and the parameters that determine the diabatic po-
tential energy surfaces. (AE®). Equation(30) expresses the
correction to the rate resulting from dynamical effects, in 0.35 4
terms of two other parameters: the correlation timg @nd s 031
the coherence parametgfV)?/(V?)). In particular, the ef- & g5 |

N

x

0.4 -

fect of fluctuations, as quantified &2, is negligible when
the coherence parameter is close to 1, i.e., when Condol
approximation holds, and reaches a maximum when the pa 915 1
rameter is 0. The latter situation is found not only in ex- 0.1 -~
tremely flexible systems, like the ones described in the Intro- ¢ g5 |
duction, but also in the case ¢¥)=0, i.e., for processes
forbidden by symmetry at the equilibrium nuclear configura- 150 200 250 300 250 400
tion. The effect of the potential energy surface parameter or

the corrective ternk®) is illustrated in Fig. 1. Note tha(® Temperature /K

is positive except for the small range of parameters WherEIG. 2. Effect of the temperature dd?/k(®. The graph is calculated ac-
—\— (2 kgT)"2<AE< —\+(2)kgT)" ice., in the limit  cording to Eq.(39) using (V)=0, A=4000 cm’, AE=0cm , /7
between normal and inverted region. In any case the changes00 cnt? (solid ling), #/7c=100 cm'* (dashed ling

0.2 1
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IV. CONCLUSION we have

The rate constant for electron transfer reaction through a | d%pgc,(E,—AE) _ d%pre, (E—AE?)
fluctuating bridge has been expressed as a series of contribu- dAE? N dE2 ’
. Lo . . AE=AEO E=E
tions of decreasing importance. The leading tekf, coin- (AU4)

cides with the classical expression except that the squared
coupling is substituted by its average value, and is valid irand then
the limit of slow fluctuations. The corrections due to finite

time fluctuations have been expressed using a Gaussian prcAE®) =2, P (T)pre,(Ey). (A5)
model for the coupling autocorrelation function. The first v

nonzero correction tk(® depends on the model used to This expression was used to evaluate &7).

describe thepect function, and an expression derived from
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