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COMMUNICATIONS

Traversal time for electron tunneling in water

Michael Galperin and Abraham Nitzan®
School of Chemistry, the Sackler Faculty of Sciences, Tel Aviv University, Tel Aviv, 69978, Israel

Uri Peskin
Department of Chemistry and the Lise Meitner Center for Computational Quantum Chemistry,
Technion-Israel Institute of Technology, Haifa 32000, Israel

(Received 3 January 2001; accepted 6 April 2001

The traversal time for tunneling is a measure of the time during which the transmitted particle can
be affected by interactions localized in the barrier. ThetiBer—Landauer approach, which
estimates this time by imposing an internal clock on the system, has been applied so far for
relatively simple one-dimensional models. Here we apply this approach to estimate the traversal
time for electron tunneling through a realistic three-dimensional model of a water layer. Observed
structure in the energy dependence of times computed reflects the existence of transient tunneling
resonances associated with instantaneous water structure300®American Institute of Physics.
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I. INTRODUCTION Ug. The inverse of the crossover frequeneys w., sepa-
) ) ) rating two regimes: one where the particle tunnels through
The dynamics of tunneling underlies many fundamentalne jnstantaneous barrier and the other where the particle
processes in physics, chemistry, and biology. “Straightfor-gees the average barrier, is the estimated traversal time for
ward” time scales such as the buildup rate for the transm't’[unneling. Provided thakd>1 where d=x,—x; and «
ted amplitude or, equivalently, the time associated with the:ﬁfl\/m1

tunneling splitting in a symmetric double well potential, are

important measures of th&unneling rate Following the _d m q 5
work of Landauer and Btiker'~2 and others;* it has been T V2(Us—Ey) @
recognized that more time scales are relevant for other ob-

servables associated with the tunneling process. In particulafrOr a particle of massn and energyeo<Ug. The termo, ,

the time that the transmitted particle actually spends in thg:ef]inectihby Ec(1j(2),b|s the ma?nltuie of the_lmaglnary (\j/eloc-
classically forbidden region, theaversal time for tunneling Ity for Ihe under-barrier motion. A more rigorous and com-

is useful in estimates of the relative importance of competin%Jtat('jona"};\NSt@?htforlwatrci ;pprozig IS fb?hs edt on ? clock
barrier processes, e.g., inelastic transitions and interactio ased on two internal statefly and |2), of the tunneling

with external fields. The Btiker—Landauer approach to tun- particle with a small barrigr-lpcalized 'cou.plipg,(|1><2|
PP +[2)(1)), between them® The incident particle is in statg).

neling time scales is based on imposing an internal clock oc]_h lati f staté®) in the t itted functi
the tunneling system, for example, a sinusoidal modulation € population of statg) in the transmitted wave function

of the barrier height,or a clock based on a small barrier- can be related to the duration of the interstate coupling, i.e.,

localized coupling between two internal states of the tunnel the traversal time. Writing the transmitted state in the form

ing particle’® Past applications were limited to simple one- C1|1)+c|2) this procedure yields

dimensional models. In the present paper we apply this . h

approach to estimate the traversal time in a realistic three- 7~ lim (m

dimensional process: electron tunneling through water—the A0

most important environment for redox reactions. For the one-dimensional rectangular barrier model, &Y.
Consider tunneling through the one-dimensional rectanand in the limitxd>1, this leads again to Eq2). The nu-

gular barrier merical procedure described below is not restricted to one

dimension or to this limit.

this analysis gives

Cz
C1

) . (©)]

Ug>0; X;SX=Xp
V(x)= 0 otherwi 1)
otherwise. Il. MODEL AND METHOD

An internal clock can be introduced by adding a small sinu-  For specificity we consider electron tunneling through a
soidal (say) modulationu(t) = e sin(wt) to the barrier height water layer confined between two planar(B80) electrodes.
Our model system and interaction potentials are the same as
dAuthor to whom correspondence should be addressed; electronic mait.hc_’s'g US_Ed befofé to eV'aluate electron transmlss!on prob-

nitzan@post.tau.ac.il abilities in water. In particular, the potential experienced by
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FIG. 1. The computed traversal time as a function of the incident electron o 1'4 &1
energy measured relative to the vacuum barrier. ' £
12 12 =
& 1.0
e
. - ®
the electron is taken to be a superposition of the vacuum 3 5 a5
potential, modeled by a rectangular barfiegnd the E-Ug (eV)
electron-water interaction. The latter is represented by the 4
pseudo potential of Barnett, Landmann, and Clevef&nd,
modified™ to account for the many-body aspect of the water ;
electronic polarizability. Water configurations are sampled 5 3 -1 1
from an equilibrium trajectory obtained by running classical E-Ug (eV)

molecular dynamics simulations. The electron Hamiltonian

is represented on a grid in position space. The overall gridf'G- 2. The ratior/ 7, computed for different static configurations @) 3
ML and (b) 4 ML water films, displayed against the incident electron en-

Slze,that was US_Ed IS. 4&(,)]'6X 16, with grid ;pacmgs 0.4 ergy. The inset shows an enlarged vertical scale for the deep tunneling
a.u. in the tunneling directiofx) and 2.77 a.u. in the parallel (egime.
directions (y2). Absorbing potential, applied near the grid
boundary in thex direction, makes it possible to solve a
scattering problem on a finite grid. Periodic boundary condi
tions are used in thg andz directions. The distance between
the metal electrodes depends on the number of water mono- a ) 1(E)
layers(ML). The overall dimensions of the water slab in the  [#(E))=iG(E)&q|¢in(E))= l/fz(E))
simulation cell were thus 1023.5x23.5A for 3 ML, and o o ] )
12.9x23.5x23.5A for 4 ML. The water density between 'S eva'uate;ﬂgusmg iterative inversion methods as in our pre-
the electrodes was assumed independent of the confinemef{oUs Work: = The transmission probabilities into tht and
and was taken as unity. This corresponds to a total of 197/ States are obtained from
and 257 Wat_er molecules in these two_ Wgter slabs. N Ti(E)=(2h){((E)|equd i (E)); 1=1,2 (8)

We consider the one-to-all transmission probability: the . 2 .
electron is incident in the directiox normal to the barrier, T; are equivalent tgc;|* of Eq. (3). Accordingly
and the transmission probability is a sum over all final direc- _ A T,(E)
tions. For an electron without internal states, described by a T(E):“mxﬂo(m \/m)- 9
HamiltonianH,, this probability is given b¥? !

where\ is a constant an&(x) =1 in the barrier region and
0 outside it. The approximate scattering wave function

(7)

lll. RESULTS

— 2 el er:
= 5<¢"‘(E)|6"‘G €ouG€inl #in( E)), @ Figure 1 shows calculated traversal times as functions of
_ incident electron energy. The distance between the two plati-
where ¢,=€*/\Ju with k=\2mE/A? andv=%k/M, €,  num electrodes is herd=18.9a.u., corresponding to three
ande,, are absorbing potentials in the incident and transmitater monolayers. The barrier potential is taken as the su-

ted wave regions and perposition of the vacuum potenti@epresented by a simple
. N~ . rectangular barrier of heightig) and the electron-water ef-
G=(E—Hot+i(€nt€uw) (5 fective potential. Shown are the results obtained for this bar-

o lkx 1 rier (full line) and for the corresponding vacuum potential
For the present problem we taklg, = (e” /\v)(5) and (dashed ling The dotted line represents the approximation
the Green’s operator is given by E@) with Hq replaced by (2) to the traversal time for the vacuum potential. These re-
sults were obtained for a vacuum barrier heigh=5 eV,
©6) but taking Ug=3 eV made practically no difference. We
may conclude that, as in E¢R), also for the three dimen-

0 1
H:HO y

1 0

10
0 1

+>\ﬁ(x)(
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0.5 A similar correspondence was found for all configurations
0 studied.

04 These calculations were carried using static water struc-
. tures sampled from a classical equilibrium distribution. The

computed times provide a posteriori justification for this pro-

0.3 . . :
7 - cedure. In particular, the relatively long timesder~10 fg)
x ° obtained near the resonance peaks, which are of the same
0-2 order as the resonance lifetimes computed in Ref. 8, are short
4

relative to the lifetimegorder of ~1 ps%) of the transient
0.1 structural defects that give rise to these resonances. It is im-
portant to note, however, that these times are of the same
order of magnitude as the periods of intermolecular libra-
tions and intramolecular OH stretch vibrations, suggesting
the possibility that inelastic processes contribute to the tun-
FIG. 3. The tunneling traversal time(full line; left vertical scal¢ and the neling process. This issue will be discussed elsewttere.
transmission probabilitydotted line; right vertical scaleomputed as func- In conclusion, we have applied an internal clock proce-
tions of incident electron energy for one static configuration of the 3 ML dyre in order to compute the tunneling time for electron tra-
water film. The different lines represent different randomly chosen water . . . .
configurations versing a water barrier separating two metal electrodes. As in
one-dimensional models, the computed time was found to
depend on the relative energy barrier rather than on the ab-
sional water barrier the traversal time depends mainly on thg*OIUte '”C'de_”t elegtron energy, and to be pr_oportlonal_ in the
deep tunneling regimé>1 eV below the barrigrto the dis-

incident energy measured relative to thecuum barrier ; bet the electrodes. For dist f th der of
height and only very weakly on the absolute energy. Two ance between the electrodes. ror distances ol he order o

other significant observations can be ma@gfor the three- giof:hevc\:ﬁ[rr?puied\t/lr?es 'nﬂgh's regime T)re n the rangke gf
dimensional water barrier the tunneling time exhibits a com-"""" s. VWi L eviirom the vacuum barrier a marked
tructure in the energy dependence of the tunneling time is

plex dependence on the incident energy, and in particula? _ . T
asomated with resonances originating from structural de-

what appear to be resonance features are seen below t s in th ter structufeThe t ing ti 10 f
vacuum barrier(b) the absolute traversal times are fractions €cts In the water structure.fhe tunneling imes; S
omputed at the peaks of these structures, follow the life-

of fs in the deep tunneling regime, and 5-10 fs at the peakfg; £ th di Th it t th
of the resonance structure below the vacuum barrier. Imes o the corresponding resonances. These resuits set the

It should be emphasized that the results displayed in Fig§cale. for gauging possible _effegts of other barrier motions,
1 correspond to a single static configuration of the equili-S-9- intramolecular water vibrational modes, on the tunnel-

brated water. The transient nature of the water structures thtlﬂgtprocess' Ln par]tclclul?jr' we m%y ((:jo.ncltl;de;hat v;/ater ?uclear
give rise to the resonance features is seen in R&), @here motion may be salely disregarded In the deep tunneling re-

7/ 79 is shown for several configurations of the same systemg'me’ but its role should be _reexammed in the range-af .
where 7y is the tunneling time associated with the baree_v below the vacuum barrier where_resonan_ce tunneling
vacuum barrier. Note that the difference between differenf'™eS approach the order of fast vibrational periods.
configurations practically disappears for energies sufficiently

below the resonance regime, where the ratio between the

time computed in the water system and in the bare barrier is

practically constant, approximately 1.1. Similar res{iRg. ACKNOWLEDGMENT
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Thus, in the deep tunneling regime the presence of water ifjonal Science Foundation.

the barrier increases the traversal time, however this delay is

a modest 10%. Note that the fact thdt is the same for the

3 and 4 ML films in the deep tunneling regime, implies that *m. Biittiker and R. Landauer, Phys. Rev. Letf, 1739(1982.

in this regimer is proportional to the barrier width, as in the 2'\/'- Buittiker, Phys. Rev. B27, 6178(1983.

case of a one dimensional rectangular barrier. Er'lc"easnfh"’;”rzirna”d Th. Martin, Rev. Mod. Phf, 217 (1994, and refer-
The nature of the resonance structure observed below theéz. 4. Hauge and J. A. Stoveng, Rev. Mod. Ph§s, 917 (1989, and

vacuum barrier is elucidated in Fig. 3. Here we show, for a references therein.
particular configuration of the 3 ML film, the tunneling time 5@- '-hBakZ'gt?gVSJé%U(Cl'ég;y%, 182(1967; 5, 161(1967; V. F. Ry-
. . . achenkojbid. 5, .

_an(_j the transmission prObablllty’ both as functions ‘?f theeAn awkward feature of the tunneling-time concept is the observation that
incident electron energy. The resonance structure in the e resulting time depends on the observable used to define the(steek
transmission probability was discussed in Ref. 8 and was Ref. 2. In terms of theS matrix elements for the transmission process the

. . . . 7 H ‘Bt — = 2
shown to be associated with cavities in the water structure, times considered by Btker (see Ref 2 are 7=r=(A/\)(|Sul
Here we see that the energy dependence of the tunneling®!S2l)) 1Sz 7= (/N ([Su*+[Sx%) " Im(S;Sz): (A —0) and

. . 7,=(7:—75)"% Here we focus omr (7, of Ref. 2, which is the most
time follows this resonance structure closely. In fact, the I . :
relevant for the purpose of estimating the possible effects of barrier dy-

times(3-15 fs' obtained from the_ pgaks in Fig. 2 are in close namics on the transmission process, and defer further discussion of these
agreemertt with the resonance lifetimes estimated in Ref. 8. issues to a future publication.

E-Ug (eV)
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than the corresponding resonance lifetimes. The exact correspondence be-

in the deep tunneling regime is questionable. tween these times will be discussed elsewhere.
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