Electron Transfer Rates in Bridged Molecular Systems 2. A Steady-State Analysis of Coherent Tunneling and Thermal Transitions†
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The effect of dephasing and relaxation on electron transfer in bridged molecular systems is investigated using a simple molecular model. The interaction between the molecular system and the thermal environment is described on the level of the Redfield theory, modified when needed for the description of steady-state situations. Noting that transient as well as steady-state measurements are possible in such systems, we discuss the relationship between the rates obtained from these different types of experiments and, in particular, the conditions under which these rates are the same. Also, a formal relation between the steady-state rate for electron transfer across a molecular bridge and the conductance of this bridge when placed between two metal contacts is established. The effect of dephasing and relaxation on the electron transfer is investigated, and new observations are made with regard to the transition from the superexchange to the thermal (hopping through bridge) regime of the transfer process. In particular, the rate is temperature-independent in the superexchange regime, and its dependence on the bridge length \( \langle N \rangle \) is exponential, \( \exp(-\beta N) \). The rate behaves like \( \alpha_1 + \alpha_2 N \) beyond a crossover value of \( N \), where \( \Delta E \) is the energy gap between the donor/acceptor and the bridge levels, and where \( \alpha_1 \) and \( \alpha_2 \) are characteristic times for activation onto the bridge and diffusion in the bridge, respectively. We find that, in typical cases, \( \alpha_1 \gg \alpha_2 \), and therefore, a region of very weak \( N \) dependence is expected before the Ohmic behavior, \( N^{-1} \), is established for large enough \( N \). In addition, a relatively weak exponential dependence, \( \exp(-\alpha N) \), is expected for long bridges if competing processes capture electrons away from the bridge sites. Finally, we consider ways to distinguish experimentally between the thermal and the tunneling routes.

1. Introduction

Coupling to solvent is a major factor in electron-transfer (ET) reactions. Standard theory\textsuperscript{1,2} invokes solvent nuclear motion as a necessary prerequisite for creating configurations in which electron transfer can take place without violating energy conservation. The coupling of the ET reactant and product to other electronic states often dominates the electronic coupling between the donor and acceptor species. This is most clearly exemplified by long-range electron transfer in bridged molecular systems.\textsuperscript{3–6} For example, in going from a saturated organic bridge to an unsaturated one, the rates of ET from a porphyrin donor to a quinone acceptor can increase by several orders of magnitude, even though the donor–acceptor distance, driving force, and relative geometry do not vary much in the two donor–bridge–acceptor (DBA) ET systems.\textsuperscript{7} Such results bring out three key features that determine ET rates in DBA systems: the bridge chemical structure, the DBA energy gap, and the bridge length or the donor–acceptor distance. In particular, it is often assumed that the dependence of the ET rate \( k_{ET} \) on the donor–acceptor distance \( R_{DA} \) is of the form

\[ k_{ET} = A(T) \exp(-\beta R_{DA}) \]  

where \( A(T) \) is a temperature-dependent prefactor and \( \beta \) is a constant characterizing the bridge and DA pair. It is currently accepted that the value of \( \beta \) is mostly sensitive to the structure of the bridging media,\textsuperscript{8} with highly conjugated organic bridges having the smallest \( \beta \) values (0.2–0.6 Å\textsuperscript{-1})\textsuperscript{9–18} and with free space being characterized by a \( \beta \) value of \( \sim 2.0 \) Å\textsuperscript{-1} \textsuperscript{3} Lying between these two regimes are many motifs, both synthetic and natural, including cytochromes and docked proteins,\textsuperscript{19–24} DNA,\textsuperscript{25–32} and saturated organic molecules.\textsuperscript{33–37} Each displays its own characteristic range of \( \beta \) values and, hence, its own time scales and distance dependencies of ET.

The exponential dependence, eq 1, of the ET rate on \( R_{DA} \) has been derived using many different methodologies,\textsuperscript{38–41} the earliest of which dates back to McConnell’s use of perturbation theory to describe electron exchange rates in organic complexes.\textsuperscript{42} This regime of ET is known as superexchange,\textsuperscript{43–46} and it is characterized by the absence of any population of the simple dynamical scheme for bridged charge separation reactions, \( \text{DBA} \rightarrow D^+ B^- A \rightarrow D^+ BA^- \), the intermediate state \( D^+ B^- A \) is a virtual state that is not physically populated. In the opposite regime, the electron actually occupies the bridge,
that is, the state \( \text{D}^{+}\text{B}^{-}\text{A} \) is physically occupied, and diffusion or sequential hopping of the electron between bridge sites may become rate-limiting. In this limit, the distance dependence of the electron-transfer process is characterized by Ohm’s law, specifically

\[
k_{\text{ET}} \propto \frac{1}{N}
\]

where \( N \) is the number of bridge sites between the donor and the acceptor. We have recently pointed out\(^{47} \) that, in the intermediate regime between the behaviors described by eqs 1 and 2, the rate may appear to be independent of \( N \) in some range. Plausible, but inconclusive, experimental evidence for the existence of this regime has recently been obtained for a series of molecules based on organic donors and acceptors bridged by short chain oligomers of the conducting polymer poly(\( p \)-phenylenevinylene).\(^{48} \)

It is important to realize that, because the dynamics described by eq 2 correspond to the electron physically residing on the bridge, the corresponding rate should be thermally activated, that is, \( k_{\text{ET}} \propto N^{-1} \exp[-(k_{\theta}T)^{-1}\Delta E] \), where \( \Delta E \) is the (positive) \( \text{D} \rightarrow \text{B} \) energy gap. In the opposite case when \( \Delta E \lesssim 0 \), that is, when the donor level is higher in energy than the lowest bridge level, the bridge can become populated without thermal activation. Phase loss leading to sequential migration may take place in this case because of the irregular character of the coupling between different vibronic levels in the \( \text{D}, \text{B}, \) and \( \text{A} \) entities.\(^{49} \)

The transition between the superexchange (tunneling) and the sequential hopping regimes has attracted some attention recently.\(^{50,51} \) In particular, Felts, Pollard, and Friesner\(^{52} \) have investigated this issue in the framework of the Redfield density matrix theory,\(^{53} \) and Mukamel and collaborators have advanced a more elaborate density matrix formalism using higher-order correlation functions for the system—thermal bath coupling.\(^{54} \) Other potentially useful formulations of reduced equations of motion for a quantum system in a thermal environment have been developed recently,\(^{55–58} \) although they have not been applied to problems of the type considered here. These investigations focus on the time-dependent process represented as an initial value problem: The electron is on the donor at \( t = 0 \), and the subsequent time evolution is followed. We have recently presented a simpler phenomenological analysis of the steady-state problem.\(^{47} \) Our approach also starts from the Liouville equation for the reduced density matrix of the DBA system, but it focuses on the steady-state flux as the principal observable. Physically, this situation corresponds to molecular junctions between two metal contacts, where the steady-state current is monitored as a function of applied voltage. Other approaches to dephasing effects on electron transmission have been used in the nano-junction physics literature.\(^{59,60} \)

The purpose of the present paper is to extend the steady-state density matrix approach to the DBA ET problem in several directions. First, we replace the phenomenological density matrix equations of ref 47, where the thermal relaxation rates were introduced as phenomenological constants, by a form in which the thermal rates are given by microscopic expressions involving Fourier transforms of bath correlation functions. This modification makes it possible to account correctly for the order of magnitude of these rates and their dependence on the energy gap and the temperature. Second, we take into account the possibility of thermal relaxation on the bridge by assigning more than one level to each bridge site. The resulting model for the steady-state theory described here becomes equivalent to that used in the time-dependent theories of refs 52 and 54, although we use a simpler, two-level rather than harmonic-oscillator model for the relaxation within the bridge sites. We then use this model to investigate the effect of thermal relaxation on the nature of the ET process. In addition, we address several other issues: First, we investigate the correspondence between steady-state and transient phenomena, in particular the relation between the steady-state rate and the rate obtained from transient measurements. Second, we study the transition from coherent tunneling via the superexchange mechanism to incoherent hopping for increasing thermal relaxation and increasing bridge length. The nature of the intermediate regime in which the computed flux appears to be bridge-length-independent is elucidated, and the possible consequences of the existence of such a regime are discussed. The steady-state formulation of the ET problem is directly applicable to steady-state experiments, such as current vs voltage (i.e., conductance) measurements. We have recently shown\(^{61} \) that the Landauer formula\(^{62} \) that connects the conductance of a junction to its transmission properties can be generalized to situations involving thermal relaxation in the barrier. We use this generalization to estimate the relationship between the electron-transfer rate associated with a given bridge and its conductance. Finally, we discuss possible experimental methods for determining the route (thermal or nonthermal) by which the process of electron transmission takes place.

In the next section, we describe the model used in the present discussion of bridge-mediated electron transfer with thermal relaxation. Following this, in section 3, we derive approximate equations of motion for the reduced density matrix of the molecular system and formally solve them for the steady-state rate. The procedure used and the resulting equations are similar to the Redfield theory; however, we repeat the derivation in order to emphasize some subtle issues associated with the application of this type of theory to steady-state nonresonant processes. Section 4 discusses the relationship between the steady-state rate and its counterpart obtained from the transient process following a pulse preparation of the donor level. Numerical results for some model systems and a discussion of the dependence of the computed rate on our model parameters are provided in section 5. Section 6 discusses the implication of these results for the conductance of a junction constructed with a given molecular bridge between two metal contacts. In section 7, we discuss possible ways of distinguishing experimentally between the thermal and the tunneling routes in bridge-mediated ET processes. Some concluding remarks are made in section 8.

2. The Molecular Model

In the present discussion, we limit ourselves to a minimal model that can describe the physical process under discussion, specifically, bridge-mediated electron transfer between given donor and acceptor levels and the factors that affect it: electronic coupling; thermal interactions that lead to dephasing within the bridge and between bridge and the donor/acceptor levels; thermal relaxation between occupied bridge levels; possible losses to competing channels; and, when relevant, initial and final electron reservoirs that correspond to metal contacts. We bear in mind that the donor and acceptor “levels” are, in reality, manifolds of vibronic levels associated with donor and acceptor electronic states and that, similarly, each bridge site corresponds to an intermediate electronic state with its own vibronic manifolds. This important aspect of the problem is simplified in our model (Figure 1). Panel a depicts the simplest superexchange model that consists of a single donor level, a single
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\[ H = H_M + H_B + F \]  

where \( H_B \) is the Hamiltonian of the free thermal environment (or bath). \( H_M \) is the molecular Hamiltonian, which is further separated according to

\[ H_M = H_0 + V \]

where \( H_0 \) contains the local Hamiltonian for the donor, acceptor, and bridge molecular units

\[ H_0 = E_D |D⟩⟨D| + E_A |A⟩⟨A| + \sum_{n=1}^{N} \sum_{k=1}^{N} E_{n\alpha} |n\alpha⟩⟨n\alpha| \]

and where \( V \) is the molecular coupling responsible for the ET process in the isolated system. For this interaction, we assume the usual nearest-neighbors coupling form

\[ V = \sum_{\alpha=1}^{2} [V_{0,1\alpha} |0⟩⟨1\alpha| + V_{1\alpha,0} |1\alpha⟩⟨0| + V_{N+1,N\alpha} |N\alpha⟩⟨N+1| + V_{N+1,0} |N+1⟩⟨N|] + \sum_{n=1}^{N-1} \sum_{\alpha=1}^{2} |V_{n\alpha}(n+1)\alpha⟩⟨n+1\alpha| \]

Finally, the molecule–bath coupling \( H_{MB} \) takes the form

\[ F = \sum_{n=1}^{N} \sum_{\alpha=1}^{2} (F)_{n\alpha,n\alpha} |n\alpha⟩⟨n\alpha| \]

where the molecular matrix elements of \( F \) are operators in the bath coordinates.

The model just described, model B, has already been simplified by taking a tight-binding form for the interaction and by limiting the number of bridge levels to two per site. We have also disregarded the vibronic structure of the donor (D) and acceptor (A) electronic states. In realistic applications, the result should be averaged over a distribution of donor states. On the opposite side of the system, we will ensure irreversibility by assigning a width \( \Gamma_A \) to the acceptor level. \( \Gamma_A \) signifies that \( |A⟩ \) actually represents a continuum of states: either the vibrational quasi-continuum of the acceptor and the solvent in a regular ET process or a continuum of quasi-free electron states in case of a metal contact. Finally, the form of eq 7 implies that the thermal bath does not couple different electronic states and that it induces relaxation and dephasing only within the local site. Given this assumption, we may exclude, without further loss of generality, the donor and acceptor levels from the sum in eq 7, as was done above.

Given the Hamiltonian in eqs 3–7, we will consider the time evolution of the reduced density operator of the molecular system, \( \rho(t) = \text{Tr}_B \rho(t) \), where \( \rho(t) \) is the density operator of the overall molecule–bath system and where \( \text{Tr}_B \) is a trace over all bath states.

Assuming that

\[ \langle F \rangle_B = \text{Tr}(\rho_B F) = 0 \]  

where \( \rho_B = (\text{Tr}_B e^{-\beta H_0})^{-1} e^{-\beta H_B} \) is the density operator of the thermal environment, standard theory (see section 3) leads to equations of motion for the matrix elements of \( \sigma \) with thermal relaxation coefficients expressed as Fourier–Laplace transforms of bath correlation functions. The latter are of the form
\[
C_{m,n,m',n'}(t) = \langle \tilde{F}(t) \rangle_{m,n,m',n'}(t) - \langle \tilde{F}(0) \rangle_{m,n,m',n'}(t) \tag{9}
\]

where \( \tilde{F}(t) = e^{iHt}Fe^{-iHt} \). We will make the additional assumption that no correlations exist between system–bath interactions associated with different sites, that is, only terms with \( n = n' \) contribute in eq 9. The rationale for this model assumption lies in the local nature of the states \( n \). We essentially assume that the perturbations induced in the bath when the electron resides in sites \( n \) and \( n' (n \neq n') \) are associated with different, uncorrelated, bath degrees of freedom.

Next we derive approximate equations of motion for the reduced density matrix of the molecular system and show how the steady-state rate can be computed from these equations.

3. Reduced Equations of Motion

Starting with the Liouville equation for the density operator \( \rho \) of the overall molecule–bath system (working with units for which \( \hbar = 1 \))

\[
\dot{\rho} = -i[H, \rho] \tag{10}
\]

with \( H \) given by eqs 3–7, we proceed as usual to derive the corresponding equation of motion for the reduced molecular density operator \( \sigma = Tr_{B} \rho \). Standard approximations, which rely on the assumptions that \( V \) and \( F \) are small relative to the characteristic energy spacing of the molecular system and that \( \rho \) is approximated well by the product \( \rho_{D}\sigma(t) \), lead to the Redfield-type equation

\[
\dot{\sigma}_{jk} = -i\omega_{jk}\sigma_{jk} - [V, \sigma]_{jk} + \sum_{lm} \{ \sigma_{lm}(t) \int_{0}^{t} dt \langle \tilde{F}_{lm}(t) \tilde{F}_{jk}(0) \rangle e^{-i\omega_{lk}t'} \sigma_{mk}(t') - \langle \tilde{F}_{lm}(0) \tilde{F}_{jk}(t - t') \rangle e^{-i\omega_{jk}(t-t')} \sigma_{lk}(t') - \langle \tilde{F}_{mk}(t-t') \tilde{F}_{jk}(0) \rangle e^{-i\omega_{lj}(t-t')} \sigma_{lj}(t') + \langle \tilde{F}_{m0}(0) \tilde{F}_{jk}(t - t') \rangle e^{-i\omega_{jk}(t-t')} \sigma_{j0}(t') \} \otimes (11)
\]

where

\[
\tilde{F}(t) = e^{iHt}Fe^{-iHt} \tag{12}
\]

and where \( \langle \cdot \rangle \) denotes an average over a thermal distribution of the bath. We will later supplement this equation with phenomenological damping terms that are associated with the decay of the acceptor level, as discussed above. Equation 11 is further simplified if the bath correlation functions are assumed to decay quickly, so that \( t' \) is close to \( t \). The standard Redfield equations\(^6^4\) are obtained by substituting

\[
\sigma_{jk}(t) = \sigma_{jk}(t)e^{i\omega_{jk}(t-t')} \tag{13}
\]

in all terms in the integral of eq 11 and then setting the upper integration limit to infinity. This substitution leads to

\[
\dot{\sigma}_{jk} = -i\omega_{jk}\sigma_{jk} - [V, \sigma]_{jk} + \sum_{lm} \{ \sigma_{lm}(t) \int_{0}^{t} dt \langle \tilde{F}_{lm}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{lk}t'} + \langle \tilde{F}_{m0}(t) \tilde{F}_{jk}(0) \rangle e^{-i\omega_{jk}t'} - \sigma_{mk}(t) \int_{0}^{t} dt \langle \tilde{F}_{m0}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{jk}t'} - \sigma_{jm}(t) \int_{0}^{t} dt \langle \tilde{F}_{m0}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{jk}t'} \} \tag{14}
\]

Alternatively, at steady state, \( \sigma \) is time independent. Equation 11 then becomes

\[
0 = -i\omega_{jk}\sigma_{jk} - i[V, \sigma]_{jk} + \sum_{lm} \{ \sigma_{lm}(t) \int_{0}^{t} dt \langle \tilde{F}_{lm}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{lk}t'} + \langle \tilde{F}_{m0}(t) \tilde{F}_{jk}(0) \rangle e^{-i\omega_{jk}t'} - \sigma_{mk}(t) \int_{0}^{t} dt \langle \tilde{F}_{m0}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{jk}t'} - \sigma_{jm}(t) \int_{0}^{t} dt \langle \tilde{F}_{m0}(0) \tilde{F}_{jk}(t) \rangle e^{-i\omega_{jk}t'} \} \tag{15}
\]

Equation 15 is obviously different from the steady-state limit of eq 14; however, eq 14 will yield the correct steady-state solution in the common case where this steady state is characterized by zero nondiagonal elements of \( \sigma \). In the examples discussed in section 5 below, we typically find that, at steady state, \( \sum_{i} |\sigma_{ij}|^{2} / |\sigma_{ii}|^{2} \leq 10^{-2} \), implying that results based on eqs 14 and 15 are practically identical.

It has been noticed,\(^6^5\) but not widely recognized, that eq 14 (and eq 15) does not yield the correct long-time limit, that is, a Boltzmann population distribution, in a model of a closed system (no damping terms added to eqs 11, 14, and 15) that is characterized by diagonal coupling to the thermal environment \( (F_{ij} = F_{i0}) \) if the molecular coupling \( V \) is non-zero.\(^7^3\)

This result is an artifact of the low-order approximation used in Redfield-type theories and can be avoided if we stick to the representation that diagonalizes \( H_{M} \) in eq 4, that is, if we use eq 14 or 15 for the case \( V = 0.\(^6^4\) For this reason, we will also use the molecular basis with eqs 14 and 15, that is, we will use these equations with \( V = 0 \) and with \( \omega_{ij} \) defined as the difference between eigenvalues of \( H_{M} \). However, because our boundary conditions and assumptions about the correlation properties of \( F_{ij} \) are given in the local basis (eigenfunctions of \( H_{M} \)), we must transform back and forth between these representations. In this process, we use the transformation equations summarized in Appendix A. Our procedure, therefore, proceeds along the following steps:

1. The model is defined in terms of the local bases, as presented in section 2.
2. The Hamiltonian is rewritten in the molecular basis representation (see Appendix A), that is, we replace the representation in eq A1 by the form in eq A2 using eqs A5 and A7. All thermal operators \( F_{i0} \) in this representation (see Appendix A) will now be non-zero and mutually correlated.
3. The reduced equations of motion are derived in this molecular basis representation, leading to equations of the forms in eqs 14 and (for steady state) 15 with \( V = 0 \). These equations are of the general form of eq A4 (with \( \sigma = 0 \) in the steady-state case).
4. The resulting equations of motion for the molecular density matrix in the molecular basis representation are transformed back to the local basis representation using eqs A5, A6, and A8, leading to equations of the form of eq A3 (with \( \sigma = 0 \) in steady state). It is important to note that the resulting equations are different from those that would be obtained by applying the Redfield procedure to the original Hamiltonian (eq A1), because the procedures for transforming between the molecular and local bases and for reducing the density matrix equations of motion do not commute with each other.
5. After step 4 has been executed, we obtain the equations of motion for the molecular density matrix in the local representation in the form (using the notation of Appendix A)

\[
\frac{d\sigma_{mn}}{dt} = -i\omega_{mn}\sigma_{mn} - i[V, \sigma]_{mn} + \sum_{n'_{1},n'_{2}} \hat{R}_{m'n_{1}n'_{2}} \sigma_{n'n_{2}} \tag{16}
\]

where the elements of \( \hat{R} \) are linear combinations of the integrals.
appearing in eq 14, and the corresponding steady-state equations

\[-i\omega_{mn}a_{mn} - i[V(a)]_{mn} + \sum_{n_1n_2} R_{nmn_1n_2} a_{n_1n_2} = J_{mn}\]

(17)

where the elements of \(\hat{R}\) are the same linear combinations, but of the corresponding integrals appearing in eq 15, and where the terms \(J_{mn}\) define our boundary conditions. Note that the indices \(n\) in eq 17 stand for the combination \((nm)\) that defines the vibronic states in the model described in section 2. In the present work, we study the steady state associated with the vibronic states in the model described in section 2. In our approach, we study the steady state associated with the vibronic states in the model described in section 2. In particular, the \(\sigma_{AA}\) at steady state is \(J_0\Gamma_A\), and the \(\sigma_{DD}\) resulting from this calculation is used to calculate the steady-state rate according to

\[k_{ss} = J_0\sigma_{DD}\]

(19)

An alternative procedure that yields the same result is to disregard the equation associated with \(\sigma_{DD}\), impose a constant \(\sigma_{0D}\) and the damping terms associated with \(\Gamma_A\) on the other equations, and solve the resulting set of equations for \(\sigma_{nn'}\) in terms of the given \(\sigma_{DD}\). In particular, we find the steady-state value of \(\sigma_{AA}\). The steady-state rate is then

\[k_{ss} = \frac{J_0\sigma_{AA}}{\sigma_{DD}}\]

(20)

4. Steady-State vs Transient Dynamics

The steady-state rate \(k_{ss}\) defined by eq 20 corresponds to a measurement of the current in the molecular junction where the donor–bridge–acceptor model defined in section 2 connects two electron reservoirs, that is, metal contacts. The reservoir associated with the “donor” keeps the population \(\sigma_{0D}\) of the latter constant, while the reservoir associated with the acceptor provides the damping mechanism represented by the rate \(\Gamma_A\).

A different, common experimental situation corresponds to the initial value problem in which the donor state is prepared at \(t = 0\) (usually by an optical excitation). In this transient mode, the long-time evolution of the signal (for example, donor fluorescence) is fitted to an exponential \(\exp(-k_{LT}t)\) to yield the rate \(k_{LT}\). Theoretically, this rate is assigned to the lowest eigenvalue of the tridiagonal matrix that describes the time evolution, including relaxation, of the reduced density matrix of the system. It is interesting to compare the rates computed in these different ways and, in particular, to ask if and under what conditions they can be equal to each other.

It is important to realize that a given dynamic model, such as the one above, describes a set of coupled molecular levels subject to thermal relaxation and dephasing interactions, can describe different steady-state processes depending on the boundary conditions, that is, depending on the details of the source and sink processes. Similarly, the “long-time rate” associated with a transient experiment described by the same model depends on the details of the initially prepared state and of the monitored signal. For definiteness, we will focus on the model of Figure 1a and will consider the steady-state rate given by eq 19 or 20, which is associated with a given population in the donor state and a given decay rate of the acceptor state. The corresponding transient experiment is associated with the initial condition \(\sigma_{0D}(t = 0) = 1\), \(\sigma_{0i}(t = 0) = 0\) (and/or \(j \neq D\)). We use a vector–matrix notation for the rate equations

\[\frac{dC}{dt} = AC\]

(21)

where the elements \(C_k\) \([k = 0, ..., (N + 1)^2]\) correspond to the elements \(\sigma_{ij}\) of the molecular density matrix, and the elements of \(A\) are the corresponding energy differences and relaxation/dephasing rates. In particular, we take \(C_0 = \sigma_{DD}\) and \(C_{(N+1)i} = \sigma_{AA}\). Let the set of right and left eigenvectors of \(A\) be \(\{v_i\}\) and \(\{\langle v_i\rangle\}\) with the corresponding eigenvalues \(\gamma_s\), all with negative real parts, and let \(\{v_i\}\) be the eigenvector corresponding to the eigenvalue \(\gamma_s\) with the smallest absolute real part. In the discussion that follows, we assume that this eigenvalue is real. Therefore,

\[k_{LT} = -\gamma_s\]

(22)

Consider now the steady-state rate associated with the boundary conditions defined above and given explicitly in eq 18. The corresponding elements of \(C_{ss}\) can be obtained from

\[AC_{ss} + J = 0\]

(23)

where the vector \(J\) is given by

\[J_k = J_0\delta_{k0}\]

(24)

\(J\) is the steady-state flux through the system. We obtain

\[C_{ss} = -\sum_{j} \frac{1}{\gamma_j} \langle v_j|v_i\rangle|J| \approx -\frac{1}{\gamma_s} \langle v_s|v_i\rangle|J|\]

(25)

The last approximation is valid if \(\gamma_s\) is considerably smaller than all other eigenvalues of \(A\). The steady-state rate is then

\[k_{ss} = \frac{J_0}{C_0} = -\gamma_s \langle I|v_s\rangle|v_i\rangle|J|\]

(26)

where \(\langle I\rangle\) is the transpose of \((1, 0, ..., 0)\), that is, the vector \(C(t = 0)\). Equations 22 and 26 imply that \(k_{ss} = k_{LT}\) provided that

\[C_{ss} \approx |v_s\rangle \approx \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}\]

(27)

namely, provided that at steady state \(\sigma_{DD} = 1\) and \(\sigma_{ij} \ll 1\) for \((ij) \neq (DD)\). Note that, in the transient experiment, this is also the condition that \(k_{LT}\) is a meaningful rate of the process. For this to be true, a quasi-steady state must be reached while most of the population is still in the donor state. This condition is often satisfied in a donor–bridge–acceptor system provided
that the energy separation between the donor and bridge is not too small. Some examples are shown in the next section.

5. Numerical Results and Discussion

The numerical results presented below are intended to illustrate the general phenomenology associated with the competition between the coherent tunneling and the incoherent hopping mechanisms that, in principle, coexist in bridge-mediated electron transfer in condensed environments. We focus on the dependencies on the energy gap, the bridge length, the temperature, and the strength of the thermal interaction. In addition, we study some theoretical issues, including the effect of the finite bath correlation time and the similarity between the rates \( k_{LT} \) and \( k_{ss} \) as defined in section 4.

In the discussion that follows, all non-zero bath correlation functions that appear in eqs 14 and 15 are assigned the Gaussian form \( (\tau_c \sqrt{\pi})^{-3} \kappa e^{-(\omega t)^2} \), where \( \tau_c \equiv \gamma_c^{-1} \) is the bath correlation time and \( \kappa \) measures the associated relaxation or dephasing rate. The detailed-balance property of the quantum correlation functions is incorporated, so that

\[
\int_{-\infty}^{\infty} dt e^{i\omega t} \langle F(0) F(t) \rangle = \begin{cases} 
\kappa e^{-(1/2\tau_c \omega)^2} , & \omega \geq 0 \\
e^{-i\omega \delta t_{\kappa}} \kappa e^{-(1/2\tau_c \omega)^2} , & \omega < 0 
\end{cases} \quad (28)
\]

In reality, the parameter \( \kappa \) may have different magnitudes for different correlation functions, and the \( \omega \) dependence in eq 28 can be better represented by a function other than a Gaussian. However, the present model contains the basic features affecting the process, the magnitude and the spectrum of the relevant correlation functions.

In the following presentation, we use two molecular models. The familiar model consisting of one level per bridge site (Figure 1a), referred to as model A, is used because of the prominent role it has played in describing bridge-assisted electron transfer. Thermal relaxation effects appear in this model as dephasing of the bridge levels. When the system is close to resonance, and/or when the bridge may be thermally populated, the vibronic level structure of the donor, acceptor, and bridge sites may have an essential effect on the dynamics. As described in section 2, we represent this situation (model B, Figure 1b) by two vibronic levels per bridge site. Here, thermal relaxation in the bridge can cause both dephasing and population relaxation, but in the results shown below, only population relaxation between bridge levels (on the same site) was taken, using the same parameters \( \kappa \) and \( \tau_c \) as in the dephasing interactions in model A. Note that, as already emphasized in section 3, the assignment of thermal interaction terms as corresponding to dephasing or population relaxation depends on the representation used, and the above statements refer to the local representation. We also emphasize that none of the qualitative aspects of the observations described below depend on these particular details of the model.

Unless otherwise stated, the following set of parameters is used for model A: \( E_0 (\equiv E_{01}) = E_{N+1} (\equiv E_N) \), \( \Delta E \equiv E_0 - E_0 = 3000 \text{ cm}^{-1} \), \( n = 1, 2, \ldots, N \), \( V_{n,n+1} = 300 \text{ cm}^{-1} \), \( \Gamma_\Lambda = 400 \text{ cm}^{-1} \), \( \tau_c^{-1} = 600 \text{ cm}^{-1} \), \( \kappa = 100 \text{ cm}^{-1} \), and \( T = 300 \text{ K} \). For model B, each bridge level \( n \) is replaced by two levels (\( n \alpha \), \( n \alpha' \)), \( \alpha = 1, 2, \ldots, N \); \( \alpha = 1, 2 \). The same parameters as in model A are used for the donor, the acceptor, and the upper bridge levels, while each lower bridge level \( (n1) \) is placed 500 cm\(^{-1}\) below the corresponding higher level \( (n2) \), that is, 2500 cm\(^{-1}\) above the donor and acceptor levels. In addition, each lower bridge level is coupled thermally to the level above it via the term \( F_{n1,n2} \alpha_1 \alpha_2 + h.c. \) in the Hamiltonian. The molecular coupling involving these lower levels is assumed to vanish (that is, \( V_{0,n1} \)).

Figure 2 shows the steady-state rate, \( k_{ss} \), as a function of the bridge length \( n \) for model A (see text). Solid line: \( \Delta E = 1500 \text{ cm}^{-1} \) and \( \tau_c = 0 \). Dotted line: \( \Delta E = 1500 \text{ cm}^{-1} \) and \( \tau_c^{-1} = 600 \text{ cm}^{-1} \). Dashed line: \( \Delta E = 3000 \text{ cm}^{-1} \) and \( \tau_c = 0 \). Dashed-dotted line: \( \Delta E = 3000 \text{ cm}^{-1} \) and \( \tau_c^{-1} = 600 \text{ cm}^{-1} \). The temperature is 300 K in all cases.

Figure 3 shows the same as Figure 2, now comparing results for models A and B for the case \( \tau_c^{-1} = 600 \text{ cm}^{-1} \). Solid line: model B, \( T = 400 \text{ K} \). Dotted line: model A, \( T = 400 \text{ K} \). Dashed line: model B, \( T = 300 \text{ K} \). Dashed-dotted line (identical to same line in Figure 2): model A, \( T = 300 \text{ K} \).
model A, even though, with our choice of coupling in the local representation, the lower bridge levels in model B should not carry flux. This finding may seem odd at first, as one might have expected that, because electron transition via the lower bridge levels is blocked by our choice of coupling scheme, these levels could function as traps that slow the transfer rate. However, such trapping does not occur at steady state because, by definition, the rates for population and depopulation of these levels are equal in this situation. The strength of the system–environment coupling (expressed by the parameter $k_1^{-1}$) is dominated by the upper bridge levels, whereas $k_2$ is determined by the presence of another electron already occupying the bridge. The present one-electron model cannot describe this Coulomb blockade effect. Instead, we consider in Figure 5 the effect of associating, in model B, a loss term $k_{ss}$ with the modified model B defined above.

Figure 5. Steady-state rate, $k_{ss}$, as a function of bridge length $N$ for model A, for bridge lengths $N = 5$ (solid line), $N = 8$ (dotted line). $k_{ss}$ is plotted against the ratio between the dephasing rate $\kappa$ and the energy gap $\Delta E$ for $\Delta E = 3000 \text{ cm}^{-1}$ and $\tau_{ee}^{-1} = 600 \text{ cm}^{-1}$.

A, model B, and model B modified by adding the loss term $\Gamma_B = 2 \text{ cm}^{-1}$ to the dynamics of the lower bridge levels, as described above. We see the characteristic transition from temperature-independent behavior at low $T$, where the process is dominated by tunneling, to Arrhenius behavior at high $T$. The activation energies characterizing the Arrhenius behavior are found to be approximately $2600 \text{ cm}^{-1}$ for model A and $2500 \text{ cm}^{-1}$ for model B. The lowering of the activation energy relative to the zero order gap, $\Delta E$, is associated with the presence of the electronic coupling $V$, which will make the actual gap smaller for some of the states that diagonalize $H_M$ (eq 4).

Finally, Figure 7 compares the steady-state and the transient-long-time rates, $k_{ss}$ and $k_{LT}$, plotted as a function of $N$, for model A, model B, and the modified model B defined above. $k_{LT}$ is obtained by solving the dynamical eq 14 and fitting the long-time part of the time evolution of the donor population to an exponential function $\exp(-k_{LT} T)$. For the parameters chosen, the two rates are very similar; however, larger deviations are seen with the modified model B for larger $N$, as expected. Note that all of the results are practically identical in the tunneling regime, where the bridge is not physically occupied. It is also interesting to note that, for the modified model B, $k_{ss}$ appears to be dominated by the upper bridge levels, whereas $k_{LT}$ is very close to the rate associated with the unmodified B model ($\Gamma_B = 0$).

To end this section, we comment on the observed $N$ dependence in hole-transfer processes in DNA.

Figure 4. Steady-state rate, $k_{ss}$, as a function of the dephasing rate $\kappa$ for model A, for bridge lengths $N = 6$ (solid line), $N = 7$ (dashed line), and $N = 8$ (dotted line). $k_{ss}$ is plotted against the ratio between the dephasing rate $\kappa$ and the energy gap $\Delta E$ for $\Delta E = 3000 \text{ cm}^{-1}$ and $\tau_{ee}^{-1} = 600 \text{ cm}^{-1}$.

Figure 6. Steady-state rate, $k_{ss}$, plotted against $T^{-1}$ for a bridge of length $N = 5$. Solid line: model A. Dashed line: model B. Dotted line: model B modified by assigning damping terms $\Gamma_B = 2 \text{ cm}^{-1}$ to the lower bridge levels.

The temperature dependence of the steady-state rate is depicted in Figure 6. Shown are Arrhenius plots, $k_{ss}$ vs $T^{-1}$, for model A, model B, and model B modified by adding the loss term $\Gamma_B = 2 \text{ cm}^{-1}$ to the dynamics of the lower bridge levels, as described above. We see the characteristic transition from temperature-independent behavior at low $T$, where the process is dominated by tunneling, to Arrhenius behavior at high $T$. The activation energies characterizing the Arrhenius behavior are found to be approximately $2600 \text{ cm}^{-1}$ for model A and $2500 \text{ cm}^{-1}$ for model B. The lowering of the activation energy relative to the zero order gap, $\Delta E$, is associated with the presence of the electronic coupling $V$, which will make the actual gap smaller for some of the states that diagonalize $H_M$ (eq 4).
Figure 7. $k_a$ and $k_{LT}$ plotted against the bridge length $N$. (a) Solid line: model A. Both $k_a$ and $k_{LT}$ fall on the same line within the numerical resolution of this figure. Dotted line: model B. Again, $k_a$ and $k_{LT}$ fall on the same line. Dashed line: $k_a$ in model B modified by adding damping terms $\Gamma_a = 2 \text{ cm}^{-1}$ to the dynamics of the lower bridge levels. This line lies almost on top of the lines that correspond to model A. In contrast, the results for $k_{LT}$ in the modified B model (not shown) lie on top of those obtained for the unmodified B model. (b) The quantity $(k_a - k_{LT})/k_a$ plotted against $N$. The results for models A and B (solid line) are indistinguishable on this plot. Dashed line represents the results for the modified model B.

Figure 8. (a) $k_a$ and $k_a^{-1}$ plotted as functions of $N$. Solid line (left axis): $k_a$. Dotted line (right axis): $k_a^{-1}$. (b) $k_a^{-1}$ vs $N$ shown above the crossover value of $N$ on an expanded scale.

dependence of the transfer rate. As discussed above, the sequential hopping process that dominates the electron-transfer process above the crossover value of $N$ appears to be practically independent of $N$. This seems, at first sight, contradictory to expectation, as this mode of transfer is usually associated with “Ohmic behavior”, $k \sim N^{-1}$. We have recently explained this behavior by noting that, above the crossover region, the steady-state rate satisfies

$$k_{ss}^{-1} = k_{up}^{-1} + k_{diff}^{-1}N$$

(29)

where $k_{up}$ is the rate of population of the bridge and $k_{diff}$ is the rate associated with diffusion through the bridge (see Figure 8). In the Markovian limit, where all relaxation rates are equal to $\kappa$, we have suggested the following approximate expressions:

$$k_{up} \sim \frac{\hbar^2}{\Delta E^2} \kappa e^{-\Delta E/k_BT}$$

(30)

and

$$k_{diff} \sim \frac{4\hbar^2}{\Delta E} \kappa e^{-\Delta E/k_BT}$$

(31)

These expressions yield, with the parameters chosen for model A, $k_{up} \approx 1.1 \times 10^3 \text{ s}^{-1}$ and $k_{diff} \approx 3.8 \times 10^4 \text{ s}^{-1}$. A numerical fit of results obtained for a model that is identical to model A but with $\tau_e = 0$ in eq 29 gives $k_{up} \approx 1.7 \times 10^3 \text{ s}^{-1}$ and $k_{diff} \approx 5.4 \times 10^4 \text{ s}^{-1}$, in reasonable agreement with the theoretical estimates. Note that the non-Markovian case considered above is more complicated because the occurrence of several energy spacings in the diagonalized molecular Hamiltonian implies the existence of several relaxation rates. The qualitative behavior is, however, the same: The very weak $N$ dependence seen above some crossover bridge length in Figures 2 and 3 is a manifestation of the existence of a range of $N$ for which the electron transfer is dominated by the rate for thermally occupying the bridge. Such a range exists provided that $k_{up} < k_{diff}$, which, in the Markovian case, implies that $\Delta E > \kappa$ (cf. eqs 30 and 31).

In all cases, when $N \rightarrow \infty$, we find $k_{ss} \sim N^{-1}$. This result should be contrasted with the mean first passage time for unbiased diffusion. In that case, the mean time for a diffusing particle starting at one end of a 1-dimensional path to reach, for the first time, the other end scales like $N^2$. The mean first passage time is, therefore, not a good measure for the steady-state rate and the associated conductance, but it may represent the intermediate-time behavior in transient experiments.

To summarize the results of the above discussion, Table 1 shows the different cases encountered in bridge-mediated electron transfer and the expected $N$ dependence associated with each of them.

The experimentally observed $N$ dependence is exponential, corresponding to the coherent tunneling mechanism described by eq 1, in many systems with sufficiently short $N$ and sufficiently large $\Delta E$. As $N$ increases, the overall rate constant is expected to be a sum of coherent and incoherent contributions. Incoherent transfer dominates because the coherent contribution decays exponentially with $N$. The length dependence of the incoherent process can be quite complicated (Table 1), depending on the nature of the measurement and the effects of other parameters in both the system Hamiltonian and the bath environment. We emphasize again that, also in this limit, the rate may depend exponentially on $N$ if other channels compete for the electron on the bridge.

One simple electron-transfer system for which the two different limits have been observed is the phenylenevinylene-bridged tetracene/imide system of ref 48. At very short lengths this system behaves coherently, because the gap energy substantially exceeds the thermal energy, and nuclear tunneling is important; the decay with distance is then quite rapid, as suggested by eq 1. As the bridge becomes longer, the gap becomes smaller (both because of site interactions and because of ethichic functionalization of the bridge), and when the gap becomes small enough ($N \approx 3$), activated transfer can occur. The case with the longer bridge exhibits only very weak length dependence. Although this experimental system does, indeed, show the transition from coherent superexchange to incoherent

<table>
<thead>
<tr>
<th>Table 1: Bridge-length Dependence of the Transmission Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>physical process</td>
</tr>
<tr>
<td>super exchange</td>
</tr>
<tr>
<td>(small $N$, large $\Delta EV$, large $\Delta E/k_BT$)</td>
</tr>
<tr>
<td>steady-state hopping</td>
</tr>
<tr>
<td>(large $N$, small $\Delta EV$, small $\Delta E/k_BT$)</td>
</tr>
<tr>
<td>nondirectional hopping</td>
</tr>
<tr>
<td>(large $N$, small $\Delta EV$, small $\Delta E/k_BT$)</td>
</tr>
<tr>
<td>intermediate range</td>
</tr>
<tr>
<td>(intermediate $N$, small $\Delta EV$)</td>
</tr>
<tr>
<td>steady-state hopping + competing loss at every bridge site</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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hopping behavior, oversimplification can be dangerous: the temperature dependence of the motion in these systems exhibits gating-type behavior, as a result of internal rotations around the π-bonds in the bridge and the breakdown of the Condon approximation. The transition from coherent to incoherent behavior that accompanies changes in length and temperature is probably better illustrated in excitonic systems than in true electron-transfer structures.

6. Relation to Conductance

In section 4, we focused on a steady-state formulation of the electron-transfer rate problem, and we saw that, under certain conditions, the computed \( k_{ss} \) provides a good estimate of the rate associated with the long-time tail of the transfer process following a sudden excitation. Alternatively, steady-state experiments can be carried out, usually yielding current vs imposed electrostatic voltage data. In this section, we comment on the relationship between the \( k_{ss} \) associated with a given molecular bridge and the conductance of a junction based on the same molecule. In the latter case, the “donor” and “acceptor” levels (\( |D\) and \( |\Lambda\) in Figure 1) should be thought of as the Fermi energies for the metal junctions on the two sides of the molecular bridge. The well-known Landauer formula\(^6\) provides a relation between the transmission coefficient \( T \) for a free particle that enters the junction from the left, say, to emerge on the right and the junction conductance\(^7\)\(^8\)

\[
g = \frac{e^2}{\pi \hbar} T(E_F) \tag{32}
\]

where \( E_F \) is the Fermi energy of the metal junction at zero voltage bias. This result was derived under the assumption that possible dephasing processes involve only quasi-elastic scattering, that is, they involve no energy relaxation. We have recently shown\(^6\) that this result can be generalized, under fairly general conditions, to situations involving activated transport, such as encountered in the present work. Focusing on a form equivalent to eq 32

\[
g = \frac{e^2}{\pi \hbar} k'_{ss}(E_F) \rho_i(E_F) \tag{33}
\]

where \( \rho_i \) is the density of states in the initial metal manifold and \( k'_{ss}(E_F) \) is the steady-state transfer rate associated with an initial metal state at the Fermi energy, we have found that this form remains valid in the presence of activated transmission via the bridge, except that \( k_{ss} \) becomes the total (elastic and inelastic) transmission rate. It should be emphasized that this rate is different from a “standard” electron-transfer rate, \( k_{ss} \). Apart from differences associated with details of the electronic structure of specific systems, there is one important general aspect: The former rate involves a delocalized metal state, whereas the latter is the transfer rate associated with an initial state localized on a donor molecule. The difference enters in the relationship between the matrix elements connecting these initial states to the neighboring bridge state: Their ratio should scale like \( l_g/|L|^{1/2} \), where \( L \) is the size of the (1-dimensional) metal and \( l_g \) is the characteristic size of the donor state, typically the size of a molecular site. Consequently,

\[
k'_{ss} = k_{ss} \frac{l_g}{L} \tag{34}
\]

Using also

\[
\rho(E_F) = \frac{L}{2\pi \hbar \sqrt{2m/E_F}} \tag{35}
\]

where \( m \) is the electron mass, we obtain

\[
g = \frac{e^2}{\pi \hbar} k_{ss} \sqrt{\frac{m}{2E_F}} \tag{36}
\]

A comparison of eq 36 to eq 32 yields a definition for an effective transmission coefficient

\[
T_{\text{eff}} = l_M k_{ss} \sqrt{\frac{m}{2E_F}} \tag{37}
\]

Using, for example, \( E_F = 3 \) eV and \( l_M = 5 \) Å leads to

\[
T_{\text{eff}} \sim (2.5 \times 10^{-16}) \times k_{ss} \text{ (s}^{-1}) \tag{38}
\]

and

\[
g (\Omega^{-1}) \sim 10^{-20} \times k_{ss} \text{ (s}^{-1}) \tag{39}
\]

With a current detector sensitive to picoamperes, \( k_{ss} \) must exceed \( 10^8 \text{ s}^{-1} \) before measurable current can be observed at a 1-V voltage across such a junction.

7. Coherent vs Incoherent Transfer

How can we decide whether an observed electron-transfer process proceeds by coherent tunneling or by sequential hopping? In the experiment of ref 48, which uses poly(\( \rho \)-phenylenevinylene) chains of varying length as bridges between organic donors and acceptors, the fast decrease of the electron-transfer rate with bridge length for 1–2 bridge units, followed by weak dependence on length for 3–5 bridge units, can be interpreted as a transition from tunneling to hopping, as seen in Figures 2 and 3. However, this interpretation cannot be made unequivocally, because the energy gap \( \Delta \) in the donor/acceptor and the bridge in these compounds decreases with increasing bridge length. For a given positive value of \( \Delta \), we expect that temperature-independent coherent tunneling at very low temperatures will become thermally activated hopping transport at some higher temperature, as seen in Figure 6. This behavior has been observed in certain bridge-mediated electron-transfer processes, such as the chemically modified B-vinyl(A reaction center)\(^6\) however, it has not yet been seen in molecular wires. Note that, if \( \Delta \) is very small or negative (that is, if the donor level is close to or higher than the ground vibronic bridge level), the hopping route is also activationless, and thermal activation will not be seen. Furthermore, when the donor level is substantially higher than the ground bridge energy, incoherent sequential hopping may result from the irregular nature of the coupling between states belonging to vibronic manifolds on neighboring bridge sites, even without thermal dephasing.\(^6\)

An interesting way to distinguish between the coherent tunneling and sequential hopping modes of electron transfer has been suggested by Grozema et al.\(^6\) in their analysis of electron transfer in donor–DNA–acceptor systems. These authors have pointed out that, for a bridge of adenine–thymine (AT) base pairs, the exchange of an AT base pair by a guanine–cytosine (GC) base pair, which corresponds to a lower energy of this “impurity” bridge site, increases the electron-transfer rate.\(^67a\) They argue that this observation agrees with a prediction based on coherent tunneling and stands in contrast to expectations based on the sequential hopping model. We note that the validity
of the time-dependent self-consistent field approach used in the calculation of the coupled vibrational—electronic motion in the model used in ref 70 is questionable.\textsuperscript{71} We show below that, although our model reproduces some of the qualitative aspects of that study, the overall effect of substituting an impurity site on the bridge is considerably more involved.

Consider first the completely classical model, where the transfer proceeds by a hopping between levels according to

$$\frac{dP_n}{dr} = -(k_{n-1-n} + k_{n+1-n})P_n + k_{n-n-1}P_{n-1} + k_{n-n+1}P_{n+1}$$ \quad (40)

where $P_n$ is the population at site $n$ and where

$$k_{n-m} = \begin{cases} k_0 \exp \left( -\frac{E_n - E_m}{k_BT} \right) & E_n > E_m \\ k_0 & \text{otherwise} \end{cases} \quad (41)$$

Using this kinetic scheme, we compare the rates associated with the energy levels defined by model A (section 5) and by a model (denoted A') that is derived from model A by lowering the energy of the site $n = 2$ by $\Delta E'$. An important observation is that, for this model, the steady-state rate, $k_{ss}$, does not depend on $\Delta E'$ (see Appendix C). We obtain, for this case,

$$k_{ss} = \frac{\Gamma_A k_0 e^{-\Delta E/k_BT} \Gamma_A}{k_0 e^{-\Delta E/k_BT} + (N + 1) \Gamma_A}$$ \quad (42)

In contrast, the rate $k_{LT}$, which is derived from the long-time tail of the donor survival probability, does depend on $\Delta E'$. In particular, for the original model A ($\Delta E' = 0$), $k_{LT}$ is very close to $k_{ss}$; however, $k_{LT}$ decreases with increasing $\Delta E'$, as noted in ref 70. This is seen in Figure 9, which displays $k_{ss}$ and $k_{LT}$ as functions of $\Delta E'$.

Next, consider the time evolution described by the quantum scheme used in sections 2–5. In the following calculations, we take $\Delta E' = \Delta E$, so that $E_D = E_A = E_2$, whereas the values of $E_n - E_D$, $n = 1, 3, 4, \ldots, N$, remain constant at 3000 cm\(^{-1}\), as before. Figure 10 shows the steady-state rate at constant $N$; as computed for models A and A’ (obviously, the rate in the superexchange regime of model A’ is considerably larger than the corresponding rate in model A). Perhaps surprisingly, rates observed for $N$ beyond the crossover region also show the same trend, specifically, $k_{ss}^{(A)} < k_{ss}^{(A')}$, unlike the result that could be inferred from ref 70. We recall that, for the intermediate range of $N$ shown here, the steady-state rate in the hopping regime is dominated by the rate for populating the bridge, not by that for hopping through the bridge, and this rate becomes higher when one bridge level (and, therefore, the band of diagonalized molecular states) is lowered. We expect that, for much longer bridges, for which the overall rate is determined by the classical hopping dynamics, the trend will reflect the observation made in the classical limit.

We conclude that the effect of inserting an impurity site into the bridge can, indeed, distinguish between coherent tunneling and incoherent transfer; however, this distinction depends on the mode (such as transient or steady-state) of the experiment and on details of the measurement. It should be noted that the above analysis cannot be applied to the model\textsuperscript{49} in which incoherent hopping is associated with irregular vibronic coupling between bridge sites in a system with $E_D > E_{bridge}$. In this model, the effect of lowering the electronic origin of one bridge site on the overall transfer rate depends on details of the energy-dependent density of states and the Franck–Condon factors that control coupling between bridge sites.

We end this discussion by noting that there is, in principle, one more way to distinguish between coherent and incoherent modes of electron transfer. If we could devise a system with two pathways (for example, two molecular bridges) connecting the donor and the acceptor, coherent transfer should show interference between these routes, whereas the single pathway rates will combine additively in the incoherent case. To test this idea, a system constructed for this purpose should have the capability of switching off any one pathway in order to study the way in which the pathways combine.

8. Concluding Remarks

Transfer of charge from an initial, localized donor state to a final, localized acceptor state through a structured linking bridge is a very common motif in synthetic and biological molecular structures. Extensive experimental and theoretical analysis has been devoted to this problem, often in the limit where the excitation gap between the donor states and the bridge states is so large that only coherent tunneling processes (in which the bridge is never actually occupied) can contribute to the rate process.

Several recent studies, experimental and theoretical, have considered the situation in which occupation of the bridge levels can occur and, therefore, incoherent processes can be seen. Our current analysis considers various aspects of this rich and important problem. We observe several different regimes of distance dependence, ranging from fairly rapid exponential decrease in the coherent superexchange regime to an inverse length dependence in the incoherent diffusive limit (or very weak exponential decay in the case of a “leaky” bridge) to a nearly distance-independent behavior in the intermediate regime. The variations among these regimes depend intimately on the role
of the environment in acting as a sink and source of energy and as a dephasing medium. In addition to the distance dependence, different regimes of temperature dependence are observed: tunneling transport occurs at low temperatures and activated passage over barriers takes place at higher temperatures.

Thus, we expect different modes of behavior depending on the energetics, the temperature, the bridge length, the strength of the system–bath interactions, and the existence of competing channels. Furthermore, different results may be obtained for steady-state and transient situations.

Recent experiments on DNA, the photosynthetic reaction center, proteins, and synthetic donor–bridge–acceptor systems indicate explicitly that these different regimes of charge transport have indeed been observed. The current analysis presents energy criteria for the observation of the different regimes, as well as the corresponding distance and temperature dependencies.

The analogy between conductance measurements in molecular circuits and rate measurements in donor–bridge–acceptor compounds suggests that the Landauer formula can be extended not only to deal with coherent and elastic dephasing situations but also to characterize activated transport in molecular circuitry. This conductivity/rate correspondence suggests that several experimental means exist that can distinguish between coherent and incoherent modes of charge transfer. These include substitution of impurities on the bridge, examination of interference between two bridge pathways, and careful measurement of the temperature dependence of the transmission rate or yield.
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Appendix A

In the discussion that follows, we denote by \(|n\rangle\) the local basis (eigenstates of \(H_{0}\)) and by \(|v\rangle\) the basis of molecular eigenstates (eigenstates of \(H_{M} = H_{0} + V\)). The Hamiltonian can be written generally as

\[
H = H_{0} + \sum_{n} E_{n}^{0}|n\rangle\langle n| + \sum_{n \neq n'} \sum_{V_{nn'}}|n\rangle\langle n' | + \sum_{m} \sum_{F_{mm'}}|n\rangle\langle n' |
\]  

(A1)

or

\[
H = H_{0} + \sum_{v} E_{v}|v\rangle\langle v| + \sum_{v \neq v'} \sum_{F_{vv'}}|v\rangle\langle v' | \quad \text{(A2)}
\]

The reduced equation of motion for the molecular density matrix is written in these two representations as follows:

\[
\dot{\sigma}_{mm'} = -i\omega_{mm'}\sigma_{mm'} - i[V,\sigma]_{mn} + \sum_{n_{1}n_{2}} R_{m'n_{1}n_{2}}\sigma_{n_{1}n_{2}}
\]  

(A3)

and

\[
\dot{\sigma}_{vv'} = -i\omega_{vv'}\sigma_{vv'} + \sum_{v_{1}v_{2}} \sum_{R_{vv'v_{1}v_{2}}\sigma_{v_{1}v_{2}}}
\]  

(A4)

Let \(T\) be the unitary transformation from the molecular to the local basis.

\[
|n\rangle = \sum_{v} T_{nv}|v\rangle; \quad T^{*} = T^{-1}
\]  

(A5)

Then

\[
\tilde{F}_{vv'} = \sum_{n} \sum_{m} T_{nv}^{*} T_{m'n}^{*} F_{mn}
\]  

(A6)

\[
F_{mn} = \sum_{v} \sum_{v'} T_{nv} T_{m'n}^{*} \tilde{F}_{vv'}
\]  

(A7)

\[
\tilde{R}_{vv'v_{1}v_{2}} = \sum_{n} \sum_{n_{1}} \sum_{n_{2}} T_{nv}^{*} T_{n_{1}v_{1}}^{*} T_{n_{2}v_{2}} T_{v_{1}v_{2}}^{*} R_{nn_{1}n_{2}}
\]  

(A8)

\[
R_{nn_{1}n_{2}} = \sum_{v} \sum_{v_{1}} \sum_{v_{2}} T_{nv}^{*} T_{n_{1}v_{1}}^{*} T_{n_{2}v_{2}}^{*} \tilde{R}_{vv'v_{1}v_{2}}
\]  

(A9)

are the prescriptions to transform between the two representations.

Appendix B

The problem of classical 1-dimensional hopping with a constant loss term at each site is represented by the following master equation (see also ref 68):

\[
\dot{P}_{n} = -(2k_{B} + \Gamma_{B})P_{n} + k_{B}(P_{n+1} + P_{n-1}); \quad 0 < n < N
\]

\[
\dot{P}_{N} = -(k_{B} + \Gamma_{A} + \Gamma_{B})P_{N} + k_{B}P_{N-1}; \quad n = N
\]  

(B1)

where \(k_{B}\) is the hopping rate between bridge sites, \(\Gamma_{B}\) (assumed to be much smaller than \(k_{B}\)) is the loss rate at each site, and \(\Gamma_{A}\) is the escape rate at the last site \(N\). At steady state, the flux balance at site \(n\) is \(k_{B}(P_{n-1} - P_{n}) - k_{B}(P_{n} - P_{n+1}) = \Gamma_{B}P_{n}\) or

\[
k_{B}(P_{n-1} + P_{n+1} - 2P_{n}) = \Gamma_{B}P_{n}
\]  

(B2)

Looking for a solution of the form \(P_{n} = x^{n}\), we find, to lowest order in \(\Gamma_{B}/k_{B}\),

\[
x = 1 \pm \sqrt{\Gamma_{B}/k_{B}}
\]  

(B3)

An approximate form for the solution that satisfies \(P_{0} = 1\) is

\[
P_{n} = A \exp[-\sqrt{\Gamma_{B}/k_{B}} n] + (1 - A) \exp[\sqrt{\Gamma_{B}/k_{B}} n]
\]  

(B4)

and \(A\) can be determined by the other boundary condition, which is the steady-state version of the second line of eq B1, \(P_{N} = k_{B}(\Gamma_{A} + \Gamma_{B})^{-1}P_{N-1}\). The (intuitively obvious) result is \(A \approx 1\), so the \(N\) dependence of the transmitted flux, \(J(N) = \Gamma_{A}P_{N}\), is

\[
J(N) \sim \exp(-\sqrt{\Gamma_{B}/k_{B}} N)
\]  

(B5)

Consider now the equivalent quantum mechanical problem: A quantum particle moves on a 1-dimensional lattice, with all site energies equal and with nearest-neighbor coupling \(V\). The amplitude at site \(n\) satisfies

\[
\hat{C}_{n} = -iV(C_{n-1} + C_{n+1}) - (1/2)[\Gamma_{B}C_{n}; n \neq 0, N
\]

\[
\hat{C}_{N} = -iVC_{N-1} - (1/2)(\Gamma_{B} + \Gamma_{A})C_{N}
\]  

(B6)

Solving for a steady state with \(C_{0} = 1\) leads, for large \(N\), to

\[
J = \Gamma_{A}|C_{N}|^{2} \sim e^{-(\Gamma_{B}/2VN)}
\]  

(B7)

We note in passing that a comparison of eqs B7 and B5 leads to an effective hopping rate for the quantum case
\[ k_B = 4V^2/\Gamma_B \]  
(B8)

which is the same form as eq 31, although \( \Gamma_B \) replaces \( \kappa \) as the characteristic relaxation time. When both damping and dephasing occur on the bridge, we expect

\[ k_B = 4V^2/(\Gamma_B + \kappa) \]  
(B9)

and using this expression in eq B5 yields

\[ J(N) \sim e^{-[\sqrt{\Gamma_B + \kappa} + \sqrt{2V}]N} \]  
(B10)

We have verified numerically that, for large \( N \), the same result holds also when \( \Delta \Gamma \approx 0 \).

Appendix C

Consider the following classical kinetic scheme for electron migration in a nearest-neighbor coupling model:

\[ \begin{align*}
\dot{P}_0 &= -k_{10}P_0 + k_{01}P_1 \\
\dot{P}_1 &= -(k_{10} + k_{11})P_1 + k_{10}P_0 + k_{12}P_2 \\
\dot{P}_2 &= -(k_{12} + k_{23})P_2 + k_{21}P_1 + k_{23}P_3 \\
\vdots \\
\dot{P}_N &= -(k_{N-1,N} + k_{N+1,N})P_N + k_{N-1,N}P_{N-1} + k_{N+1,N}P_{N+1} \\
\dot{P}_{N+1} &= -k_{N,N+1}P_{N+1} + k_{N+1,N}P_N - \Gamma_AP_{N+1}
\end{align*} \]  
(C1)

where \( P_k \) is the population in level \( k \). In our models \( A \) and \( A' \),

\[ k_{10} = k_{N(N+1)} = k_0 e^{-\Delta E/\hbar \omega T} \]

\[ \Delta E = \Delta E_k \]  
(C2)

and all other rates equal \( k_0 \). We consider a steady state imposed by setting \( P_0 = 1 \) and disregarding the equation for \( P_0 \) in eq C1. Summing all of the other steady-state equations yields

\[ 0 = k_{10}P_0 - k_{01}P_1 - \Gamma_AP_{N+1} \]  
(C3)

whereas summing the last \( N - n + 1 \) equations \( (n = 1, 2, ..., N) \) leads to

\[ 0 = k_{n+1,n}P_n - k_{n,n+1}P_{n+1} - \Gamma_AP_{N+1} \]  
(C4)

Summing all of the \( N + 1 \) equations generated by eqs C3 and C4, using the fact that \( k_{n+1,n} = k_{n+1,n} \) for all \( n \geq 0 \), \( N + 1 \), leads to

\[ 0 = k_{10}P_0 - k_{N,N+1}P_{N+1} - (N + 1)\Gamma_AP_{N+1} \]  
(C5)

whence

\[ P_{N+1} = k_{10}P_0/[k_{N,N+1} + (N + 1)\Gamma_A] \]  
(C6)

and

\[ k_\text{tot} = \Gamma_A P_{N+1}/P_0 = k_{10} \Gamma_A [k_{N,N+1} + (N + 1)\Gamma_A] \]  
(C7)
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For example, the application of eq 15 to the model

$$H = H_M + H_a + F_{11} \langle 1 \rangle \langle 1 \rangle + F_{22} \langle 2 \rangle \langle 2 \rangle$$

$$H_{abi} = E_{i1} \langle 1 \rangle \langle 1 \rangle + E_{i2} \langle 2 \rangle \langle 2 \rangle + V_{12} \langle 1 \rangle \langle 2 \rangle + V_{21} \langle 2 \rangle \langle 1 \rangle$$

with bath operators that satisfy $\langle F_{11}(t) F_{22}(0) \rangle = 0$, leads to equations of the form

$$\partial_{11} = -\partial_{22} = -iV_{12} (\sigma_{21} - \sigma_{12})$$

$$\partial_{12} = \partial_{21} = -i\omega_{12} \sigma_{21} - iV_{12} (\sigma_{22} - \sigma_{11}) - 1/2\sigma_{12}$$

where $\omega_{12} = E_1 - E_2 + \Delta_0$, and where $\kappa$ and $\Delta_0$ (both small relative to $\omega_{12}$) are defined in terms of Fourier transforms of the time correlation functions involving $F_{11}$ and $F_{22}$. The equilibrium $(t = \infty)$ solution of the last pair of equations is easily shown to be $\sigma_{11} = \sigma_{22} = 1/2$; $\sigma_{12} = \sigma_{21} = 0$, irrespective of the magnitudes of $\omega_{12}$ and $\kappa$, provided that $\nu \neq 0$. Note that the continuous manifolds shown on the right and left in Figure 1 do not appear here explicitly. Instead, the width $\Gamma_0$ imposed on the acceptor level represents the effect of the manifold on the right. An equivalent width $\Gamma_0$ would be imposed on the donor (and a constant population $\sigma_{10}$ imposed on the acceptor) when the reverse flux is considered.

Although the Gaussian form, exp$(-\nu_0^2 \omega_{12}^2)$, in eq 28 is familiar in the literature, recent analysis of rate processes associated with large energy gaps (D. Rostoker-Edebohstein, P. Graf, and A. Nitzan, J. Chem. Phys. 1977, 67, 1407 and references therein) show that an exponential energy gap law, exp$(-\tau_0 \omega)$, provides a better description. Our qualitative discussion does not depend on this observation.

The parameter $\kappa$ could be varied by changing the pressure in an experiment performed above the critical temperature of the solvent. Note that Figure 4 shows results for a non-Markovian case. In the Markovian limit, $\tau_c = 0$, where all relaxation rates are equal to $\kappa$, we have verified numerically that the transition region may be estimated from the relation $\kappa \approx 2\Delta E^{1/2}$. This is the condition for a maximum in the flux, which is given approximately by $\kappa V[\Delta E^2 + (\kappa/2)^2]^{-1/2}$, (c) eq 29–31).