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Rony Granek and Abraham Nitzan
School of Chemistry, Sackler Faculty of Science, Tel-Aviv University, Tel-Aviv 69978, Israel

(Received 27 June 1989; accepted 8 September 1989)

The recently developed dynamic percolation theory is used to solve the problem of diffusion of interacting particles in lattice-gas models within an effective medium approximation. The approach is based on the observation that the motion of a tracer particle in a system of (similar or different) particles can be viewed as particle motion in a changing random environment. This makes it possible to use effective medium theory (EMT) solutions to the latter problem. The main conceptual problem of this approach is to relate the characteristic microscopic times for the evolution of the disordered background to the macroscopic diffusion. We discuss and compare several possible ansatzes for this relation and conclude that relating these times to the chemical diffusion rate is the most reasonable simple choice. Using this ansatz, we obtain EMT approximations for the tracer diffusion coefficient in the noninteracting lattice-gas (NILG, blocking interactions only) model and an approximate EMT relation between the chemical and the tracer diffusion coefficients in a lattice gas with nearest-neighbor interactions. Agreement with available simulation results is good whenever single bond EMT is expected to be reliable.

I. INTRODUCTION

There is an ongoing interest in the study of diffusion and conductivity in systems of interacting classical particles.1-19 Adsorbate diffusion on surfaces,1,5-9 ionic diffusion and conduction in solid ionic conductors,2,10,11 impurities and defects migration in solids,3 and electron/hole mobilities in semiconductors4 are some examples of solid state transport phenomena where interaction between mobile particles may strongly affect the motion. Measurements in such systems yield directly or indirectly the tracer or the chemical diffusion coefficients and, for charged particles—mobilities, conductivities, and transfer numbers.

Most theoretical studies of such systems are based on noninteracting lattice-gas (NILG) models where only site blocking is taken into account,12-14,15(a)-15(b) or for interactions of longer range, on mean-field approximations.15(c) Several attempts to improve upon the mean-field approach for specific models have been described.5,9,16(b),17 Alternatively, numerical simulations for diffusion in interacting particle systems with nearest-neighbor (NN) and next nearest-neighbor interactions have been performed by several workers.7,15,16,18

In this paper we examine the applicability of the recently developed dynamic bond percolation (DBP) theory20-33 to this problem. The DBP theory was originally designed to calculate the effective diffusion coefficient of a single random walker in a dynamically changing neighborhood. In the model developed by Drager, Ratner, and Nitzan,20-27 the whole network is “renewed” with a given waiting time distribution, while in the model of Harrison and Zwanzig28 (HZ, recently extended by us29) the fluctuations within single bonds, or bond clusters, are considered. The simplest versions of both theories give identical results for the diffusion rate. The HZ formalism, which is cast in the framework of effective medium theory (EMT), is more easily adapted to our present application and we use it here. The use of dynamic percolation theory to describe diffusion of particles with hard core interactions was recently studied also by Hilfer and Orbach.33(b) Their approach is different from ours and does not involve the connection between the fluctuation time and the chemical diffusion coefficient that is explored in the present work.

The application of the HZ theory to the problem of diffusion of interacting particles is based on the idea that a diffusing tracer particle sees a time-dependent environment due to its interactions with the other moving particles. In the next section, we discuss this analogy in detail for the NILG model (blocking interactions only) and show that this application of the HZ theory yields a simple, but reasonably good approximation to the tracer diffusion rate, especially in the low particle concentration regime where EMT is known to work well. In Sec. III, we use the same formalism to obtain a relation between the tracer and the chemical diffusion coefficients for interacting lattice gases (ILG). The results of this calculation compare well with numerical simulations in systems with nearest-neighbor interactions under circumstances where the resulting ratio between the tracer and the chemical diffusion coefficients is smaller than one. We discuss our results and possible other applications in Sec. IV.

II. NONINTERACTING LATTICE GAS

The dynamics of a tracer particle \(i\) in the NILG model is described by the master equation

\[
\frac{d}{dt} P(i, t) = \Gamma \sum_{\tau \in \Omega} \{ P(i', \tau, t) - P(i, \tau, t) \},
\]

where \(\Omega\) denotes the group of sites nearest neighbors to \(i\), \(\Gamma\) is the “bare” hopping rate, \(P(i, t)\) is the probability that particle \(i\) is at site \(l\) at time \(t\), and \(P(i', \tau, t)\) is the joint probability that at time \(\tau\) particle \(i\) is at site \(l\) and site \(l'\) is vacant. In the mean-field approximation (MFA)

\[
P_{MF}(i, \tau, t) = (1 - c) P(i, t),
\]

where \(c\) is the average site occupation probability. This leads to the mean-field (MF) tracer diffusion coefficient (with \(a\) being the lattice constant)
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The exact tracer diffusion coefficient is written as a product of $D_{\text{MF}}^\text{MF}$ and a correlation factor $f(c)$:

$$D_t = D_{\text{MF}}^\text{MF} f(c).$$  \hspace{1cm} (4)

The dynamics of the local density in the NILG is associated with the master equation:

$$\frac{d}{dt} P(l, t) = \Gamma \sum_{i,j,l'} \left[ P(l', l, t) - P(l, l', t) \right],$$  \hspace{1cm} (5)

where $P(l, t)$ is the probability to find a particle at site $l$ at time $t$ and $P(l', l, t)$ is the joint probability to find a particle at site $l'$ and a vacancy at site $l$. It is easy to show that Eq. (5) is equivalent to the single particle master equation:

$$\frac{d}{dt} P(l, t) = \Gamma \sum_{i,j,l'} \left[ P(l', l, t) - P(l, l', t) \right]$$  \hspace{1cm} (6)

and therefore one obtains the well-known result for the chemical diffusion coefficient of the NILG

$$D_c = \Gamma a^2$$  \hspace{1cm} (7)

independent of the particle concentration $c$.

The HZ treatment of the DBP theory assumes that each bond in the disordered network fluctuates with a characteristic rate $\tau^{-1}$ between two states: open (available for transfer) and closed (unavailable), independent of all other bonds. If $p$ and $q = 1 - p$ are the equilibrium probabilities for a bond to be open and closed, respectively, the probabilities $f(1, t)$ (bond open) and $f(0, t)$ (bond closed) evolve according to

$$\frac{\partial}{\partial t} f(0, t) = \frac{1}{\tau} \left( -p \frac{q}{f(0, t)} - q \frac{1}{f(1, t)} \right).$$  \hspace{1cm} (8)

Using effective medium theory (EMT) for this model results in the following self-consistent equation for the effective hopping rate $\psi$:

$$\psi(\omega) = \Gamma \frac{p - p_c + p_c e^{\epsilon}(\epsilon)}{1 - p_c + p_c e^{\epsilon}(\epsilon)},$$  \hspace{1cm} (9)

where

$$\epsilon = (i\omega + \tau^{-1})/\psi(\omega),$$  \hspace{1cm} (10)

$$p_c = 2/z$$  \hspace{1cm} (11)

with $z$ being the lattice coordination number ($p_c$ is the EMT percolation threshold) and where $g(\epsilon)$ is the lattice Green’s function at the origin (see Appendix A)

$$g(\epsilon) = G_{\text{ll}}(\epsilon)$$  \hspace{1cm} (12a)

with $G_{\text{ll}}$ being the solutions of

$$(z + \epsilon) G_{\text{ll}} - \sum_{j \in \{0\}} G_{\text{ll}} = \delta_{\text{ll}}$$  \hspace{1cm} (12b)

$$\psi = \Gamma \left[ 1 - \frac{c}{1 - p_c + p_c [1/(z-1)] [g(1 - (1 - c)/c)]} \right].$$  \hspace{1cm} (16)

(iii) In contrast to the previous two choices where $\tau$ was determined by the dynamics of a tracer particle, one may argue that $\tau$ should be identified with the relaxation time for density fluctuations in sites NN to the tracer particle and is therefore related to the chemical diffusion coefficient. For the NILG case, the relevant master equation is Eq. (6). If we

Using this result for tracer diffusion in systems of diffusing interacting particles is made possible by assuming that the bond renewal rate $\tau^{-1}$ is associated with blocking and unblocking of the tracer particle due to diffusion of the background particles. This assumption involves three approximations: (i) we use a bond renewal model for what is actually a site renewal dynamics; (ii) we neglect correlations between occupying–deoccupying events on neighboring sites; and (iii) we disregard the difference between the dynamics of the NN sites which is dominated by $z - 1$ neighbors (the tracer site is not counted) and the dynamics of the other sites which is dominated by the availability of $z$ neighbors. These approximations lead to a single bond dynamics and are therefore consistent with the use of a single bond EMT.

In order to use Eqs. (9)–(12) to find the effective hopping rate $\psi$ and therefore the associated tracer diffusion coefficient, we need an explicit expression for $\tau$. Three possible choices come to mind:

(i) Make a mean-field approximation for the background particles dynamics. Focusing on a particular background particle in a NN site to the tracer, the total MF jump rate out of this site is $(z - 1) (1 - c)^2$, where $c$ is the site occupation probability and where $z - 1$ (rather then $z$) appears because the tracer site is excluded. Comparing with Eq. (8), noting that $p = 1 - c$ and $q = c$, we get

$$\tau = \frac{(z - 1)^2}{\psi(\omega)}.$$  \hspace{1cm} (13)

We thus use the MFA to get a correction to this approximation. Equation (9) becomes

$$\psi(\omega) = \Gamma \left[ 1 - \frac{c}{1 - p_c + p_c e^{\epsilon}(\epsilon)} \right];$$  \hspace{1cm} (14)

$$\epsilon = \frac{i\omega + (z - 1)^2}{\psi(\omega)}.$$  \hspace{1cm} (15)

Note that with this choice, the DC $(\omega = 0)$ value of $\epsilon$ [Eq. (10)] becomes independent of $\psi$ so that Eq. (9) provides an explicit solution for $\psi$. 
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focus on a particular site $l$ and use the MFA for all other sites
[whereas $P(l', t) = c$ for all $l' \neq l$], we get

$$\frac{d}{dt} P(l, t) = \Gamma x c - \Gamma z P(l, t).$$  \hfill (17)

However, for a NN site to our tracer particle, hopping to the tracer site is forbidden and $z$ in Eq. (17) should be replaced by $z - 1$. Finally, identifying $P(l, t)$ with $f(0, t)$ of Eq. (8), we find that

$$\tau = [(z - 1) \Gamma]^{-1}$$  \hfill (18)

which is identical to the result of choice (i).

We now discuss the results obtained from the two choices, Eqs. (13) [or Eq. (18)] and (15). First consider the choice Eq. (13), implying Eq. (14) for $\psi$. Equation (14) may be solved numerically, however, an explicit asymptotic expression may be derived for $\epsilon \to \infty$. This limit may be realized in several ways, e.g., $\omega \to \infty, z \to \infty$, or the small vacancy limit $c \to \infty$ where $\psi \to 0$. In this limit,

$$g(\epsilon) = (z + c)^{-1} + o(e^{-1})$$

(see Appendix A) and Eq. (14) leads to

$$\psi = \frac{1 - c}{1 + [2 \Gamma c/(i \omega + (z - 1) \Gamma)]} \Gamma.$$

(19)

where $\eta = \epsilon \psi/\Gamma$ is dependent of $\epsilon$, and we have also used Eq. (10). With $c$ of Eq. (14) this becomes

$$\psi(\omega) = \frac{1 - c}{1 + [2 \Gamma c/(i \omega + (z - 1) \Gamma)]} \Gamma.$$  \hfill (20)

For $\omega \to \infty$ or $z \to \infty$, we get, as expected, the mean-field result $\psi = \Gamma (1 - c)$. For $\omega = 0$ Eq. (20) becomes

$$\psi = \frac{z - 1}{z - 1 + 2c} (1 - c) \Gamma.$$  \hfill (21)

Noting that the tracer diffusion constant is $D_t = \psi \omega^2$ and using Eqs. (3) and (4), the correlation factor $f(c)$ [Eq. (4)] is obtained in this approximation and in this limit as

$$f(c) = (z - 1)/(z - 1 + 2c)$$  \hfill (22)

and in the particular case of the small vacancy limit ($c \to 1$)

$$f(c \to 1) = (z - 1)/(z + 1).$$  \hfill (23)

These results can be generalized to the case where the tracer B has a bare jump rate $\Gamma_B$ different from the bare jump rate $\Gamma_A$ of the background particles A. In this case

$$\tau = [(z - 1) \Gamma_A]^{-1}$$

and Eq. (14) is replaced by

$$\psi_B = \Gamma_B \left[ 1 - \frac{c_A}{1 - p_A + p_A \epsilon g(\epsilon)} \right] \epsilon = \frac{i \omega + (z - 1) \Gamma_A}{\psi_B}.$$  \hfill (24)

In this case, the large $\epsilon$ limit may also correspond to fast moving background particles $\Gamma_A > \Gamma_B$. Using, for this limit, Eq. (19) leads to

$$\psi_B = \frac{1 - c}{1 + [2 c \Gamma_B/(i \omega + (z - 1) \Gamma_A)]} \Gamma_B.$$  \hfill (25)

In the DC ($\omega = 0$) and low vacancy concentration ($c \to 1$) limits, this yields (with $\gamma = \Gamma_B/\Gamma_A$)

$$\psi_B = \frac{z - 1}{z - 1 + 2\gamma} (1 - c) \Gamma_B.$$  \hfill (26)

whereas the correlation factor $f(\gamma) = f(c \to 1, \gamma)$ becomes

$$f(\gamma) = (z - 1)/(z - 1 + 2\gamma).$$  \hfill (27)

Note that Eq. (23) is a special case of this result with $\gamma = 1$. A check on the approximate validity of this result is provided by using the following well known approximation for the correlation factor $f^{36,37}$

$$f = \frac{1 + \langle \cos \theta \rangle}{1 - \langle \cos \theta \rangle},$$  \hfill (28)

where $\theta$ is the angle between two consecutive jumps of the tracer particle. This approximation results from neglecting correlations between nonconsecutive jumps. In the small vacancy concentration limit where this approximation becomes exact, Maning has shown that $\langle \cos \theta \rangle$ takes the form

$$\langle \cos \theta \rangle = -\frac{\Gamma_B}{\Gamma_B + \Gamma_A \Sigma_f F_i},$$  \hfill (29)

where $\Sigma_f$ is a sum over all the NN sites to the A atom, itself a NN to the tracer atom B (so $\Sigma_f$ goes over $z - 1$ sites). $F_i$ are reduction factors associated with the fact that a vacancy, interchanging with an A atom, has a larger than to make it return to its original position, and then induce a backward jump of the tracer. If this effect is neglected (in the spirit of the MFA) all the $F_i$ factors are equal to one and

$$\langle \cos \theta \rangle = -\frac{\Gamma_B}{\Gamma_B + (z - 1) \Gamma_A} = -\frac{\gamma}{\gamma + z - 1}.$$  \hfill (30)

Using Eq. (30) in Eq. (28) yields again Eq. (27). It is interesting to note that Kickuchita$^{17(a)}$ has obtained the same result using the path probability method in the pair approximation.

Finally we note that another consequence of Eq. (29) (based on the observation that $\Sigma_f F_i$ does not depend on $\gamma$) is the relation

$$f(\gamma) = \frac{f}{f + (1 - f) \gamma},$$  \hfill (31)

where $f = f(\gamma = 1)$. This is easily seen to be satisfied by the result (27).

Next consider the choice (15) for $\tau$, implying Eq. (16) for $\psi$ in the DC limit. In the small vacancy concentration limit, Eq. (16) yields

$$\psi = \frac{z - 3}{z - 1} (1 - c) \Gamma$$  \hfill (32)

implying

$$f = z - 3/(z - 1).$$  \hfill (33)

This obviously fails for the one-dimensional case where $z = 2$.

In Figs. 1–3 we show some results of our approximation on an fcc lattice ($z = 12$) compared to numerical simulations of Kehr, Kutner, and Binder. To solve Eqs. (14) and (16), we use a simple form for $g(\epsilon)$ of the fcc lattice

$$g(\epsilon) = \frac{1}{4} F(3 + \epsilon/4),$$  \hfill (34a)

where

$$F(u) = (4/\pi^2)(u + 1)^{-1} K(k_+) K(k_-)$$  \hfill (34b)
FIG. 1. Correlation factor $f$ plotted against concentration $c$ for tracer self-diffusion in a NILG system on fcc lattice ($z = 12$). The dashed and the dotted lines are numerical solutions to Eqs. (14) (with $\omega = 0$) and (16), respectively. The simulation results are from Ref. 15(b). The full line is the theory of Sankey and Fedders (Ref. 13). The arrow denotes the exact result for $c \rightarrow 1$ (Ref. 36).

$$k^2 = (u + 1)^{-2} \left[ K((u + 1)^{1/2} - (u - 3)^{1/2})^4 + [(u + 1)^{1/2} \pm u^{1/2}]^2 \right], \quad u > 3 \quad (34c)$$

and where $K(k)$ is the complete elliptic integral of the first kind

$$K(k) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}. \quad (34d)$$

Figure 1 shows the correlation factor $f = [\Gamma(1-c)^{-1}]^{-1} \psi$ for self-diffusion as a function of particle density $c$. The full line is the theoretical result of Sankey and Fedders (based on diagrammatic methods). The dashed line is our result based on Eq. (14) and the dotted line is our result based on Eq. (16). The simulation results are taken from Ref. 15(b).

In Figs. 2 and 3 we show the correlation factor $f$ for a tracer particle $B$ in a background of $A$ particles, as a function of $\gamma = \Gamma_B / \Gamma_A$. Equation (24) with $f_B = [\Gamma_B (1 - c_A)]^{-1} \psi_B$ and $\omega = 0$ is used to generate the theoretical lines. The simulation results are taken from Ref. 15(e).

FIG. 2. Correlation factor $f$ plotted against the ratio $\gamma$ of the tracer ($B$) to background particles ($A$) jump rates for different concentration $c_A$ of background particles. The symbols are simulation results from Ref. 15(e). The lines are numerical solutions to Eq. (24) with $\omega = 0$.

FIG. 3. The same as Fig. 2 for concentrations $c_A$ near the percolation threshold $c_p = 5/6 = 0.833$. (a) Comparison of two concentrations near the threshold concentration. (b) Comparison between the solution to Eq. (24) using the EMA percolation threshold $p_c = 1/6$ (dashed line) and the solution to the same equation using the exact threshold $p_c = 0.199$ (full line).

It is seen from Figs. 1 and 2 that there is a good agreement between our simple theoretical approximation and the simulation results for the NILG both for the self-diffusion problem (Fig. 1) and for the mixed tracer diffusion problem (Figs. 2 and 3) provided that the background particle density $c_A$ is not close to the percolation threshold. Figure 3(a) demonstrates our primary source of error close to the percolation threshold: the EMA percolation threshold is $p_c = 1/6$ (implying the threshold value $5/6$ for $c_A$) while the exact threshold for an fcc$^{15(e)}$ is $p_c = 0.199$. Hence, e.g., $c_A = 0.807$, the approximate $f$ remains finite when $\gamma \rightarrow \infty$ the exact $f$ vanishes in this limit. If we replace in Eq. (24) $p_c$ by 0.199 rather than 1/6, a substantial improvement of the results is obtained [Fig. 3(b)].

In Table I we compare the results (23) and (33) to the exact result of the correlation factor in the vanishingly small vacancy concentration limit ($c \rightarrow 1$) for different lattices. Both approximations agree with the exact trend and become better for larger coordination number $z$ as expected from MFA and EMA considerations.

As noted before, the simplest version of our theory neglects both static and dynamical correlations: static correlations are neglected because we use bond percolation results for what is really a site percolation problem; dynamical correlations are neglected between occupying–deoccupying events on neighboring sites. A way to partially incorporate...
TABLE I. The correlation factor $f$ in the small vacancy concentration limit ($c \rightarrow 1$).

<table>
<thead>
<tr>
<th>$d$</th>
<th>Type</th>
<th>$z$</th>
<th>$f^a$</th>
<th>$f^b$</th>
<th>$f^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.333</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Hexagonal</td>
<td>3</td>
<td>0.500</td>
<td>0.000</td>
<td>0.333</td>
</tr>
<tr>
<td>2</td>
<td>Square</td>
<td>4</td>
<td>0.600</td>
<td>0.333</td>
<td>0.467</td>
</tr>
<tr>
<td>2</td>
<td>Triangular</td>
<td>6</td>
<td>0.714</td>
<td>0.600</td>
<td>0.560</td>
</tr>
<tr>
<td>3</td>
<td>SC</td>
<td>6</td>
<td>0.714</td>
<td>0.600</td>
<td>0.653</td>
</tr>
<tr>
<td>3</td>
<td>bcc</td>
<td>8</td>
<td>0.777</td>
<td>0.714</td>
<td>0.727</td>
</tr>
<tr>
<td>3</td>
<td>fcc</td>
<td>12</td>
<td>0.846</td>
<td>0.818</td>
<td>0.781</td>
</tr>
</tbody>
</table>

*From Eq. (23).

b From Eq. (33).

*Exact results from Ref. 36.

These correlations is to use the many bond EMT. A many bond EMT solution of the dynamic percolation problem was recently formulated by us and solved explicitly for a two bond exchange model with two perpendicular bonds having a common site, in a two-dimensional square lattice. This model has two rate parameters, renewal and exchange, denoted by $\Gamma^{-1}$ and $\theta^{-1}$, respectively. Applying this formalism to the NILG (see Appendix B), we find these parameters to be approximately $\Gamma^{-1} = (5/2) \Gamma_\alpha$ and $\theta^{-1} = \Gamma_\alpha / 4$. In Fig. 4 we compare the resulting self-diffusion correlation factor [using Eq. (B9) with $\omega = 0$ and $\Gamma_\alpha = \Gamma_\beta = \Gamma$] with the results from Eq. (14) (with $z = 4$, i.e., $\tau^{-1} = 3\Gamma$ in the HZ model), with the theory of Nakazato and Kitahara and with numerical simulations. Also shown is the exact result for $c \rightarrow 1$. It is seen that the use of the two bond exchange model slightly improves the results as compared with the simulation results and the exact $c \rightarrow 1$ value. The theory of Nakazato and Kitahara is seen to agree rather well with the simulations for this case where $\gamma = \Gamma_\beta / \Gamma_\alpha = 1$. However, we note that this theory, although formulated for arbitrary jump ratio $\gamma$, does not lead to a percolation threshold for $\gamma \rightarrow \infty$. A better way to account for dynamical correlations on a square lattice is obviously to use a four bond exchange model (still with two rate parameters, renewal rate, and exchange rate between perpendicular bonds), or for a general lattice, a $\times 2 \times 2$ bond exchange model. In the rest of this work we shall continue to use the HZ model.

To conclude this section we comment on the suitability of the different choices (i), (ii), or (iii) made above for $\tau$. For the NILG model choices (i) and (ii) lead to the same final result, but this is no longer so when other then blocking interactions are considered. It is seen from Fig. 1 and Table I that choice (ii), which postulates that $\tau$ is determined by the effective medium hopping rate, works somewhat better than the other choice (i/iii). On the other hand, the association of $\tau$ with $D_\alpha$ that leads to choice (i/iii) is physically more appealing because $D_\alpha$ is directly related to the density fluctuations of the background particles. In fact, none of these choices is entirely satisfactory because $\tau$ reflects a local behavior while both $D_\alpha$ and $D_\beta$ are global quantities. (For the simple NILG model, however, $D_\alpha$ also controls local dynamics). Thus, for particles moving on a disordered network (static disorder), both the DC ($\omega = 0$) limits of $D_\alpha$ and $D_\beta$ vanish at the percolation threshold, however, the local population fluctuations should remain finite. Moreover, the exact (disorder averaged) local density dynamics is expected to be non-Markovian.

This observation suggests that perhaps a better choice for $\tau$ (with the Markovian ansatz) may be obtained by relating it to the frequency-dependent chemical diffusion coefficient at finite $\omega$, where a reasonable frequency scale is $\omega \sim \Gamma$, the bare hopping rate. (For the NILG model used above this will not change our results since $D_\alpha$ is frequency independent.) In this work, however, we limit ourself to estimating $\tau$ from the DC ($\omega = 0$) chemical diffusion coefficient. In the next section we use this same approach for the interacting lattice gas (ILG) model.

III. INTERACTING LATTICE GAS

We now consider an interacting lattice gas (ILG). We again consider a tracer particle $B$ moving on a lattice and interacting with a background of particles $A$. The tracer diffusion coefficient is conventionally written in the form

$$D_{B/A} = \frac{1}{\varphi} W_{B/A} V_{B/A} f_{B/A}.$$  (35)

where $W$ is the averaged effective jump rate of the $B$ particle (i.e., averaged number of jump attempts per unit time to a neighboring site when this site is restricted to be vacant), $V$ is the averaged vacancy availability factor (i.e., the equilibrium probability to find a vacancy NN to a particle), and $f$ is the correlation factor correcting the result of random walk for the effects of correlations between subsequent jumps. The subscript $B/A$ denotes that we focus on a particle $B$ moving in an $A$ background. In the NILG case $V = 1 - c_A$ and $W = \Gamma_B$. In the present situation both vacancy availability and effective jump rate depend on the interparticle interactions and can be approximately obtained from configurational averaging of these quantities over an ensemble of configurations about the tracer particle. In simulations $WV$ may be obtained as the mean number of performed jumps of the tracer particle per unit time.

To apply dynamic percolation theory to the ILG, we assume that in analogy to the NILG case [Eq. (24)] we may now write (for $\omega = 0$)

![Graph](Image URL)
\[
(Vf)_{B/A} = 1 - \frac{c_A}{1 - p_e + p_e \text{eg}(\epsilon)},
\]
(36a)
\[
\epsilon = \frac{\tau^{-1}}{W_{B/A}(Vf)_{B/A}}, \quad \tau^{-1} = (z - 1) D_{cA}/a^2,
\]
(36b)
or
\[
D_{IB/I} = a^2 W_{B/A} \left(1 - \frac{c_A}{1 - p_e + p_e \text{eg}(\epsilon)}\right),
\]
(37a)
\[
\epsilon = (z - 1) \frac{D_{cA}}{D_{IB/I}}.
\]
(37b)

Equations (37a and 37b) give the \(B/A\) (\(B\) in \(A\) background) tracer diffusion coefficient in terms of the chemical diffusion coefficient of \(A\) and the effective \(B/A\) jump rate \(W_{B/A}\). An approximation for \(W_{B/A}\) may be easily obtained within the quasichemical approximation\(^{5,9,16(b),38}\) (QCA) by averaging the (configuration-dependent) jump rate of \(B\) over an equilibrium ensemble of configurations of \(A\) around it and around the vacant site towards which it is hopping (see Appendix C). Thus Eqs. (37a and 37b) provide a relation between \(D_{IB/I}\) and \(D_{cA}\) or when \(B\) and \(A\) are identical, between the tracer and the chemical self-diffusion coefficients. For the latter we may use the MFA result\(^{15(c)}\)
\[
D_c = a^2 \Gamma \left[1 - 4c(1-c) \frac{T_c}{T}\right],
\]
(38)
where
\[
k_B T_c = \sum_{j < m} J_{mj}; \quad J_{mj} = v_{mj}/4
\]
(39)
with \(v_{mj}\) being the interaction energy between particles at sites \(m\) and \(j\) \((v_{mj} > 0)\) for attractive interactions.\(^{39}\)

To test the applicability of these results, we have used Eq. (38) for the chemical diffusion coefficient together with the simulation results of Kutner \textit{et al.}\(^{15(c)}\) for the effective jump rate \(W\) in order to evaluate the tracer self-diffusion coefficient \((\gamma = \Gamma_B/\Gamma_A = 1)\) in a fcc lattice with NN attractive interactions. Figure 5 shows the tracer self-diffusion coefficient \((\text{in units of } \Gamma a^2)\) as a function of concentration for NN interaction parameters \(k_B T/J_{NN} = 20\) and \(k_B T/J_{NN} = 12\). Shown are the results obtained from the simulations of Kutner \textit{et al.}\(^{15(c)}\) and from solving Eqs. (37a) and (37b) using Eq. (38) for \(D_c\) and the numerical simulation results for \(W\). Also shown is the high temperature limit \(D_c/\Gamma a^2 = 1 - c\). We note again that \(W\) can also be obtained from configurational averaging: Figs. 6(a) and 6(b) compare the results of a calculation based on the QCA (Appendix C) to the simulation results.

It is seen from Fig. 5 that a close agreement exists between the results of the present theory and the simulations for the higher temperature \((k_B T/J_{NN} = 20)\) while for the lower temperature \(k_B T/J_{NN} = 12\) (the MF critical temperature for phase separation) considerable deviations exist for \(c < 0.5\). The breakdown of the theory in this range is emphasized in Fig. 7, where we show \(D_c\) from the simulation results for \(k_B T/J_{NN} = 12\) together with the result from static percolation simulation (frozen \(A\) particles, \(\gamma \rightarrow \infty\)) using the effective jump rate \(W\) for the same temperature. The latter (which vanishes at the critical concentration \(c_A = 0.801\)) should be a lower bound on the actual tracer diffusion rate; however, we see that for \(c < 0.5\) the actual rate is lower.

Several sources of error in the present calculation have been discussed above and are mainly associated with the problematics of choosing \(\tau\) (see the discussion at the end of Sec. II). Figure 7 shows another (familiar) source of error—
the use of single bond dynamics. This approximation neglects static correlations in the distribution of the background A particles (for the NN attractive interactions used here, it neglects the tendency of the A particles to cluster). These correlations are less important at higher temperatures, hence the much better agreement of simulation and theory at $k_B T/J_{NN} = 20$. Also, the effect of such correlations is expected to be larger for $D_{ib} > D_{ia}$ because, in this case, the tracer particle explores more of these correlations, before they relax via chemical diffusion of the A background. For self-diffusion this means that the approximation should work better when $h = D_i/D_a < 1$. Figure 8 shows that there is indeed such correlation between the value of $h$ and the success of the present theory at moderately low temperatures. The divergence of $h$ at $c = 0.5$ results from the vanishing of the (mean field) $D_i$ at this concentration at the critical temperature ($kT/J = 12$).

To end this section we note that we have applied here a particularly simple version of dynamic bond percolation theory, using a single bond dynamics and taking for each bond a transition rate $W$ (the effective jump rate) or 0 according to whether the accepting site is populated or not and associating the transition rate between these two “states” with the chemical diffusion rate. A better (more complicated, but still straightforward) approach would be to associate many states (each with a different jump rate) with the bond defined by the origin and destination sites. A zero jump rate is related to occupied destination site as before; other jump rates are associated with the local microscopic environment of the two sites in question. The equilibrium probabilities for these bond states may be obtained from the quasichemical approximation. The transition rates between these states are associated with the local microscopic environmental changes and therefore may be related to the chemical diffusion coefficient (using the detailed balance conditions). Given these, the many bond states dynamic percolation theory may be used to yield the final tracer diffusion rate. Such an approach will be explored in future work.

IV. CONCLUSIONS

In this paper we have developed an effective medium theory for the diffusion of interacting particles in lattice-gas models with hard core (the so-called noninteracting lattice gas) and with nearest neighbor interactions. The method is based on an approximate adaptation of the recently developed effective medium theory for dynamic bond percolation and has been shown to constitute a considerable improvement over mean-field approximations. As expected the method fails quantitatively when aggregation or phase separation begin to dominate the diffusion dynamics and also for a two component system with a large difference in jump rates, near the percolation threshold for the concentration of the slow component. A considerable improvement of our results for the latter case is achieved if we replace (artificially) in our theoretical expression [e.g., Eq. (24)], the EMT value for $p_e$ ($= 2/z$, where $z$ is the coordination number) by the actual value for $p_e$.

The method advanced in this paper is based on the observation that tracer diffusion in a system of interacting particles may be viewed as a motion of a tagged particle in a system characterized by a time-dependent disorder. Our main assumption involves the use of an ansatz for the characteristic fluctuation time of the disorder. Obviously, this time is associated with the diffusion of the background particles and, for practical reasons, it should be expressed either in terms of the given elementary jump rate, or in terms of the macroscopic diffusion rate. In the present paper we have taken the second route and concluded that a fluctuation time based on the chemical diffusion rate is the best choice within the present framework. For a lattice gas with hard core interactions (“noninteracting lattice gas”), this gives a complete approximate solution [by solving the self-consistent equation (14)] for the tracer diffusion coefficient, since the chemical diffusion for this problem is trivial. For longer range (e.g., nearest neighbor) interactions, this procedure yields a relation between the chemical and the tracer diffusion coefficients.

The procedure described here is approximate and can be improved both by using more accurate effective medium theories (e.g., many bond theories) and better choices for the relation between the timescale of the dynamic disorder and
between the diffusion process. Such improvements will be considered in future work.
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APPENDIX A: LARGE $\epsilon$ LIMIT OF $g(\epsilon)$

The lattice Green's function at the origin $g(\epsilon)$ is related to the autocorrelation function of random walk $P_0(t)$, the probability to return to the origin at time $t$, by Laplace transform, namely

$$g(\epsilon) = \int_0^\infty dt \exp(-\epsilon t) P_0(t). \quad (A1)$$

At very short times $P_0(t)$ is clearly given by

$$\begin{pmatrix} f(0,0) \\ f(1,0) \\ f(1,1) \end{pmatrix} = \begin{pmatrix} -2p/\tau & q/\tau & q/\tau \\ p/\tau & -(1/\tau + 1/\theta) & 1/\theta \\ p/\tau & 1/\theta & -(1/\tau + 1/\theta) \end{pmatrix} \begin{pmatrix} 0 \\ q/\tau \\ f(0,1) \end{pmatrix}, \quad (B1)$$

where $f(\sigma_a,\sigma_{b}) \equiv f(\sigma_a,\sigma_{b},t)$ is the joint probability that at time $t$ bond $\alpha$ and bond $\beta$ will have the (hopping rate) value $\sigma_a$ and bond $\beta$ will have the value $\sigma_{b}$, and where $p + q = 1$. For $\theta^{-1} = 0$, the evolution equation (B1) is just the independent single bond on-off switching process considered by HZ. For $\tau^{-1} = 0$, this equation describes a direct exchange mechanism. From Eq. (B1) we get

$$\begin{align*}
\frac{d}{dt}[f(0,0) + f(0,1)] &= \frac{q}{\tau} - \tau^{-1}f(0,0) - (\tau^{-1} + \theta^{-1})f(1,0), \\
\frac{d}{dt}[f(0,0) + f(1,0)] &= \frac{q}{\tau} - \tau^{-1}f(0,0) - (\tau^{-1} + \theta^{-1})f(1,0)
\end{align*} \quad (B2a)$$

and

$$\begin{align*}
\frac{d}{dt}[f(0,0) + f(1,0)] &= \frac{q}{\tau} - \tau^{-1}f(0,0) - (\tau^{-1} + \theta^{-1})f(1,0) \\
&+ \theta^{-1}f(0,1)
\end{align*} \quad (B2b)$$

In order to find the NILG parameters $\tau^{-1}$ and $\theta^{-1}$ for a tracer $B$ moving in an $A$ background, we start from the master equation for the site occupation probabilities $P(a,t)$, $P(b,t)$, and $P(c,t)$ for the sites $a$, $b$, and $c$ in Fig. 9, respectively, where the tracer is taken to sit at site $a$ [denoting $\alpha = (oa), \beta = (ob)$]. From Eq. (6) we have

$$\begin{align*}
\frac{d}{dt} P(a,t) &= \Gamma_A \sum_{k \in \alpha} \left[ P(l,t) - P(a,t) \right], \quad (B3a) \\
\frac{d}{dt} P(c,t) &= \Gamma_a \sum_{k \in \alpha} \left[ P(l,t) - P(c,t) \right], \quad (B3b) \\
\frac{d}{dt} P(b,t) &= \Gamma_a \sum_{k \in \beta} \left[ P(l,t) - P(b,t) \right]. \quad (B3c)
\end{align*}$$

The tracer site $o$ is not included in the sums in Eqs. (B3a) and (B3c). We now use the MFA for all sites other than $a$, $b$,

$$P_0(t) = 1 - \tau t + o(t^2), \quad (A2)$$

where $\tau$ is the coordination number of the lattice and where $t$ is dimensionless (measured in units of the walker hopping time $\Gamma^{-1}$). Thus, for large $\epsilon(\epsilon \gg \tau)$, $g(\epsilon)$ is approximately

$$g(\epsilon) \approx \epsilon^{-1} - \epsilon^{-2} + o(\epsilon^{-3}) \approx (z + \epsilon)^{-1} + o(\epsilon^{-3}) \quad (A3)$$

valid for any lattice in all dimensions.

APPENDIX B: DYNAMICAL CORRELATIONS

Here we use a two bond exchange model, recently solved by us, to incorporate some of the dynamical correlations associated with the site occupation. The model assumes that the lattice is formed from distinct identical pairs of bonds and that the dynamics occurs independently within each pair and is described by $P(l,t) = c_{\alpha}$ for all $\alpha \neq a, b, c$. This leads to

$$\begin{align*}
\frac{d}{dt} P(a,t) &= \Gamma_A \left[ 2c_A + P(c,t) - 3P(a,t) \right], \\
\frac{d}{dt} P(c,t) &= \Gamma_A \left[ 2c_A + P(a,t) + P(b,t) - 4P(c,t) \right], \\
\frac{d}{dt} P(b,t) &= \Gamma_A \left[ 2c_A + P(b,t) - 3P(b,t) \right]. \quad (B4a) \\
\end{align*}$$

Eliminating $P(c,t)$ from Eqs. (B4a), and (B4c), in or-

FIG. 9. Sites and bond labels for a specific connected pair (bonds $\alpha$ and $\beta$) in the two bond exchange model (Appendix B).
order to arrive to an independent two bond description, which generally lead to a non-Markovian dynamics. A Markovian approximation can be obtained by making a steady-state assumption for Eq. (B4b), \(d/dt P(c,t) = 0\), to obtain

\[
P(c,t) = \frac{1}{2} c_a + \frac{1}{2} (P(a,t) + P(b,t)),
\]

(B5)

which, inserting in Eqs. (B4a) and (B4c), leads to

\[
\frac{d}{dt} P(a,t) = \Gamma_A \left[ \frac{1}{2} c_a + \frac{1}{2} P(b,t) - \frac{1}{2} P(a,t) \right],
\]

(B6a)

\[
\frac{d}{dt} P(b,t) = \Gamma_A \left[ \frac{1}{2} c_a + \frac{1}{2} P(a,t) - \frac{1}{2} P(b,t) \right].
\]

(B6b)

Finally, identifying \(c_a = q\) and

\[
P(a) = f(0,0) + f(1,0),
\]

(B7a)

\[
P(b) = f(0,0) + f(1,0),
\]

(B7b)

and comparing with Eq. (B2) we find

\[
\tau^{-1} = \frac{1}{2} \Gamma_A, \quad \theta^{-1} = \frac{1}{2} \Gamma_A.
\]

(B8)

We use this result in the solution for the two bond exchange model (in a square lattice), which is

\[
\psi = \psi \left[ 1 - \frac{2c_a}{B(\epsilon_1) - B(\epsilon_2) + 1 + \epsilon_1 g(\epsilon_1)} \right],
\]

(B9)

where

\[
B(\epsilon) = g(\epsilon) + G_{ab}(\epsilon),
\]

(B10)

\[
\epsilon_1 = \frac{i \omega + \tau^{-1}}{\psi}; \quad \epsilon_2 = \frac{i \omega + \tau^{-1} + 2 \theta^{-1}}{\psi},
\]

(B11)

and where

\[
g(\epsilon) = \frac{1}{2} \int_0^\infty dt \exp \left( -2t - \frac{1}{2} \frac{i \omega}{2} \right) I_0^2(t)
\]

\[
= \frac{1}{2} \left( 1 + \epsilon/4 \right)^{-1} K \left( \left[ 1 + \epsilon/4 \right]^{-1} \right),
\]

(B12)

\[
G_{ab}(\epsilon) = -\frac{1}{2} \int_0^\infty dt \exp \left( -2t - \frac{1}{2} \frac{i \omega}{2} \right) I_1^2(t),
\]

(B13)

where \(I_m(t)\) is the modified Bessel function of order \(m\) and \(K(k)\) is the complete elliptic integral of the first kind [Eq. (34c)].

**APPENDIX C: EFFECTIVE JUMP RATE \(W\) IN THE QCA**

Here we calculate \(W\), the averaged jump rate of the tracer particle to a NN vacant site, in the framework of the quasi-chemical approximation (QCA) for the self-diffusion problem with NN interactions. Let \(W_{i\to k}\) be the actual jump rate if there are \(i\) particles NN to the tracer and \(k\) particles NN to the vacancy (itself a NN to the tracer) \(i, k = 0, ..., z - 1\). Let \(P_{i,k}^{(a)}\) and \(P_{i,k}^{(b)}\) be the equilibrium probabilities to find \(k\) particles NN to a particle or to a vacancy, respectively. Assuming the configurations around the particle and the NN vacancy to be independent (in consistency with the QCA), the averaged jump rate \(W\) is given approximately by

\[
W = \langle W_{i\to k} \rangle = \sum_{i,k=0}^{z-1} P_{i}^{(a)} P_{k}^{(b)} W_{i\to k}.
\]

(C1)

The NN correlation functions \(P_{i1}\) and \(P_{i0}\) are defined as the probabilities to find a particle NN to a particle or to a vacancy, respectively. In terms of these functions, we may write

\[
P_{i1}^{(k)} = \left( \frac{z - 1}{k} \right) (P_{i1})^k (1 - P_{i1})^{z - 1 - k},
\]

(C2a)

\[
P_{i0}^{(k)} = \left( \frac{z - 1}{k} \right) (P_{i0})^k (1 - P_{i0})^{z - 1 - k}.
\]

(C2b)

In the QCA the NN correlation functions are given by

\[
P_{i1} = \eta e/(1 + \eta e),
\]

(C3a)

\[
P_{i0} = e/(1 + e),
\]

(C3b)

where

\[
\eta = \exp(v/k_B T),
\]

(C4a)

\[
e = (\beta - 1 + 2c)/(2\eta(1 - c)),
\]

(C4b)

\[
\beta = (1 - 4c(1 - c)(1 - \eta))^{1/2},
\]

(C4c)

where \(v\) is the NN interaction energy \((v > 0\) for attractive interaction).

In choosing \(W_{i\to k}\) we need to satisfy the detailed balance condition

\[
\frac{W_{i\to k}}{W_{k\to i}} = \exp \left[ \frac{v(k - i)}{k_B T} \right],
\]

(C5)

and we need another condition for a unique determination. Kutner et al. have chosen the symmetric condition

\[
W_{i\to k} + W_{k\to i} = 2\Gamma,
\]

(C6)

where \(\Gamma\) is the bare jump rate. This and Eq. (C5) lead to

\[
W_{i\to k} = \frac{2\Gamma}{1 + \eta^{i-k}},
\]

(C7)

where \(\eta\) is defined in Eq. (C4a). Using Eqs. (C2), (C3), and (C7) in Eq. (C1) finally leads to

\[
W = \frac{2\Gamma}{(1 + \eta e)^{z-1}(1 + e)^{z-1}}
\]

\[
\times \sum_{i,k=0}^{z-1} \left( \frac{z - 1}{k} \right) (\eta e)^{k} (1 + \eta^{i-k})^{-1},
\]

(C8)

which can be shown to have the symmetry property \(W(e) = W(1 - e)\). This symmetry is clearly a result of the choice (C6). For \(c \to 0\) (or \(c \to 1\)) at any temperature, or for \(T \to \infty\) at any concentration, we have \(W \to \Gamma\) as expected.

A more compact expression may be obtained by using a mean-field-like approximation

\[
(1 + \eta^{i-k})^{-1} \approx (1 + \eta^{(i-k)})^{-1},
\]

(C9)

which results from expanding the expression in \(\langle \ldots \rangle\) on the right-hand side of Eq. (C9) in a power series of \((i-k)(i-k)\) (the difference in number of NN particles to the tracer particle and to a neighboring vacancy) and approximating all moments as being equal to the corresponding powers of the average. This should be a good approximation when the probability distributions (C2a) and (C2b) are strongly peaked, i.e., for large coordination number \(z\). We then have in the QCA...
\[ \langle i - k \rangle \approx (z - 1)(P_{11} - P_{10}) \]  
(C10)

and together with Eqs. (C3) and (C4), we find

\[ W = \Gamma \left[ 1 - \tanh \frac{[z - 1]v(\beta - 1)}{2k_g T(\beta + 1)} \right], \]  
(C11)

which is also symmetric with respect to \( c = 1/2 \), since \( \beta(c) = \beta(1 - c) \). In Figs. 6(a) and 6(b), we compare both results (C8) and (C11) to the simulation results of Kutner et al.\(^\text{15(c)}\) for \( k_g T/J = 20 \) and \( k_g T/J = 12 \) with\(^\text{39} \) \( J = \gamma/4 \).
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